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risk. Moreover, the impact of central bank independence is
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ily, we study how the central bank independence affects the
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dence can ameliorate the effects of environments characterized
by a low level of financial freedom or high market power that,
by themselves, enhance the systemic risk contribution of banks.
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visiting researcher at the Bank of Finland Institute for Economies in Transition
(BOFIT); the kind hospitality was greatly appreciated. Sprincean acknowledges
financial support from the Romanian National Authority for Scientific Research
and Innovation, CNCS – UEFISCDI – PN-III-P4-ID-PCE2020-0929. Author
e-mails: alin.andries@uaic.ro; apodpiera@worldbank.org; sprincean.nicu@uaic.ro.

81



82 International Journal of Central Banking March 2022

1. Introduction

No wonder politicians often find the Fed a hindrance. Their
better selves may want to focus on America’s long-term pros-
perity, but they are far more subject to constituents’ immediate
demands. That’s inevitably reflected in their economic policy
preferences. If the economy is expanding, they want it to expand
faster; if they see an interest rate, they want it to be lower —
and the Fed’s monetary discipline interferes.

– Alan Greenspan (2007)1

The 2007–09 global financial crisis was followed by a low-inflation
environment, aggressive use of unconventional monetary measures
by central banks, and an increased number of central bank responsi-
bilities. These stirred up the debate about the importance of main-
taining central bank independence (de Haan et al. 2018). Allegations
of distributional effects across different segments of population gen-
erated by the unconventional measures2 employed by the central
banks and of central banks over-stretching their mandates in their
response to the financial crisis escalated this debate (Mersch 2017).
We ask whether these new and revised mandates, particularly the
financial stability mandate, are justifications for undermining the
independence of central banks.

Central bank independence (CBI) has been credited with main-
taining price stability and, more recently, with helping in recovery
from the financial crisis.3 Indeed, independence is one of the three
institutional underpinnings4 to which the success of inflation target-
ing in delivering low and stable inflation rates has been attributed
(Mishkin 2004). A large empirical literature shows that inflation and
central bank independence are negatively related in both developed

1Greenspan (2007, pp. 110–11).
2The unconventional measures involved the purchasing of large amount of

public debt in the secondary markets.
3Surveys are provided by Berger, de Haan, and Eijffinger (2001), Cukierman

(2008), Fernández-Albertos (2015), and de Haan and Eijffinger (2016).
4The other two institutional underpinnings are (i) clear mandate to maintain

price stability and commitment to achieve that goal; (ii) central bank account-
ability (Mishkin 2004).
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and developing countries (Cukierman 2008). Central bank indepen-
dence is also recognized as a key factor for lower volatility of out-
put (Bernanke 2004). It is usually measured along two dimensions:
political and economic independence.

Political independence refers to the central bank’s discretion in
designing and implementing policies consistent with the monetary
stability goal. It shields the central bank from short-term politi-
cal pressures. Economic independence relates to the freedom of the
central bank for choosing the set of instruments consistent with
monetary policy (Masciandaro and Romelli 2015).

Recently, a significant number of reforms increased the range of
powers of central banks in the areas of prudential supervision, finan-
cial stability,5 and macroprudential policy, which, unlike monetary
policy, can require the central bank to coordinate with the govern-
ment and other regulatory institutions. This increases the challenge
of preserving central bank independence. In 2013, for example, the
Bank of Japan agreed to coordinate policy with the government
(Condon 2019). Issing (2018) considers that “a permanent threat
for independence relates to the coordination with fiscal policies.”
More than half of respondents in an expert survey agreed with the
statement that there will be significant changes in the independence
of monetary policy in the United Kingdom and the euro zone in the
foreseeable future (de Haan et al. 2017). Goodhart and Lastra (2018)
add the rise in populism to the sources that dented the consensus
for central bank independence.

This paper aims to contribute to the policy debate about the
importance of maintaining central bank independence by analyzing
empirically its significance for financial stability, more specifically
for containing banks’ systemic risk. It also attempts to shed some
light on the channels through which CBI could lessen this. Doumpos,
Gaganis, and Pasiouras (2015) distinguish between a direct impact
that CBI could have on the “well-functioning of banks” in cases
where the central bank is involved in supervision and an indirect
influence on bank soundness through monetary policy and price sta-
bility, regardless of “whether prudential supervision is assigned to

5Toniolo and White (2015) provide a historical perspective of the financial
stability mandate.
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the central bank or not.” We add that a direct impact could work
also through a financial stability mandate.

The financial stability mandate for containing potential systemic
risk returned to prominence after public authorities, both national
and supranational, intervened during the financial crisis (Goodhart
2011; Capie and Wood 2013).6 While financial stability was already
an element of most central bank mandates before the crisis, it was
secondary to the prime objective of delivering price stability (Bolton
et al. 2019). As an example, the Federal Reserve’s role in financial
system stability started in the late 1960s. Despite the stepping up of
“unprecedented actions” during the 2007–08 financial crisis, ques-
tions remained as to the proper scope and design of the mandate
(Haltom and Weinberg 2017).

Systemic financial risk measures developed in the wake of the
crisis made it possible to quantify the contribution and exposure of
banks to systemic risk, as well as improve the regulatory framework.
In parallel, there has been major interest in assessing the determi-
nants of systemic risk. Weiß, Bostandzic, and Neumann (2014) find
little empirical evidence in favor of commonly identified factors such
as bank size, leverage, non-interest income, and the quality of a
bank’s credit portfolio as determinants of systemic risk across finan-
cial crises. Instead, institutional structures and characteristics of the
regulatory regimes seem to be the important factors.

While there is a substantial literature on the relationship of CBI
and inflation, studies on the nexus of CBI and systemic risk are
scarce. Cihak (2010) attributes this to the complex relationship of
price stability and financial stability: while in the long run the price
stability can be seen as an important component of the financial
stability, in the short term and medium term there can be trade-
offs between these two mandates. Central banks also have less con-
trol over policy outcomes with respect to financial stability, as they
must share responsibilities with other agencies, hence it is unclear
how more CBI affects financial stability. At the same time, greater
CBI reduces the likelihood of political constraints on the conduct

6It has been argued that systemic risk is a particular feature of financial sys-
tems (de Bandt and Hartmann 2000). It emerges when all parts of the financial
system, including multiple markets and institutions, are simultaneously distressed
(Patro, Qi, and Sun 2013).
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of monetary policy or of capture by financial-sector players, and
thereby allows timely actions to prevent a financial crisis. Restrain-
ing the influence of politicians on central bank policy removes the
danger that a financial crisis can be used as an issue in the reelection
campaign of the incumbent government (Keefer 2001).

The theoretical work also presents mixed conclusions. In making
the case for greater CBI, Ueda and Valencia (2014) find that if a
central bank or macroprudential regulators are not politically inde-
pendent, a social optimum is unachievable.7 In contrast, Berger and
Kißmer (2013) find that central bankers with greater independence
are more likely to refrain from implementing preemptive monetary
tightening to maintain financial stability.

There is a small body of empirical work analyzing the effect
of CBI on financial stability, and more generally on the function-
ing of financial markets. Most of this literature supports a positive
effect of the CBI. Khan, Khan, and Dewan (2013) suggest that an
increase in the autonomy of the central bank lowers the probabil-
ity of a banking crisis.8 In the same vein, Garcia-Herrero and Del
Rio Lopez (2003) and Klomp and de Haan (2009) observe a posi-
tive relationship between the degree of central bank independence
and financial stability. Doumpos, Gaganis, and Pasiouras (2015) find
that central bank independence exercises a positive impact on bank
soundness. Empirical papers in this area offer mixed findings as to
the impact of CBI on stock market performance. Förch and Sunde’s
(2012) results indicate a positive effect of CBI over stock market
returns, while Papadamou, Sidiropoulos, and Spyromitros (2017)
find that enhanced CBI increases stock market volatility. Using gov-
ernor turnover as a proxy for limited actual independence, Moser
and Dreher (2010) show that higher turnover affects financial mar-
kets negatively. Kuttner and Posen (2010) also observe that the lack
of independence of the central bank enhances the disruptive impact
of the frequent appointments of central bank governors on exchange
rates and bond yields.

7The “social optimum” described in the paper requires separating price and
financial stability objectives.

8Arnone et al. (2009) argue that there is a difference between central bank
independence (lack of institutional constraints) and central bank autonomy
(operational freedom). These terms, however, are used interchangeably in the
literature.
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To examine how the CBI affects banks’ systemic risk, our
approach looks at systemic risk from three angles: the contribution
of banks to systemic risk, the exposure of banks to systemic risk,
and the stand-alone risk of banks. Every central bank has its own
set of objectives such as price stability, financial stability, or full
employment. Such objectives may conflict on occasion (e.g., activist
policy, countercyclical monetary policy). Our intuition is that a more
independent central bank is better at pursuing its full palette of
objectives.

In addition, we contribute to the extant literature concerned with
the determinants of the systemic risk by analyzing a global sam-
ple of banks which includes banks from both emerging and devel-
oped countries over an extensive period of time, thus enriching the
current literature that tends to concentrate on developed countries
(Broz 2002; Pistoresi, Salsano, and Ferrari 2011) or is mainly cross-
sectional (Crowe and Meade 2007). Our sample consists of 323 banks
in 40 countries over a period of 14 years (2001–14). This period com-
prises the dot-com crisis, the recent global financial crisis (2007–09),
and the sovereign debt crisis in Europe (2010–13).

We also analyze how central bank independence affects the
impact of various institutional, country, and banking system indi-
cators on systemic risk. The interaction with institutional variables
such as the role of central bank in financial stability and the level
of a country’s development could shed light on potential channels
though which CBI affects systemic risk.9

We document a negative and significant influence of central
bank independence on major systemic and individual risk measures
(ΔCoVaR, SRISK, MES, VaR, and Beta) computed for individual
banks, i.e., central bank independence is desirable for containing
systemic risk, hence for maintaining financial stability. Our findings
are robust after controlling for nesting and potential endogeneity
issues. At the same time, we find evidence of trade-offs between
CBI and central banks having financial stability mandates that often
involves coordination with the government. This indicates that CBI’s
effect on systemic risk works rather through the prudential supervi-
sion, especially when banking sector supervision is within the central

9We thank a reviewer for suggesting to analyze these potential channels.
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bank, or through monetary policy preferences. An additional finding
that a higher degree of central bank independence may exacerbate
the effect of a crisis on the systemic risk contribution of banks adds
to the evidence that central bank coordination with fiscal policy is
needed for prevention of or in resolving a financial crisis. We further
show that central bank independence mitigates the systemic risk
contribution of banks in countries with a low level of financial free-
dom or where banks hold substantial market power. The remainder
of our paper is structured as follows. In Section 2, we describe the
methodology, sample, and data employed. In Section 3, we discuss
the empirical findings. Section 4 presents the concluding remarks.

2. Data, Sample, and Methodology

This section presents the data used and the econometric model. We
explain the framework employed to estimate the impact of CBI on
how much banks contribute to systemic risk and their exposure to
systemic risk. We also describe our measures of CBI and systemic
risk.

2.1 Sample and Data

We analyze the potential impact of CBI on systemic risk in a panel
framework using bank-level data for 14 years (2001–14). The final
sample in the regression analysis is composed of 323 publicly listed
banks with the mean size of USD 220 billion at the end of 2014.
All banks are active at the international or national level and rep-
resent 40 countries (Table A.1 in the appendix). The final sample
is a refinement of an original sample comprising the 560 banks in
66 countries identified in Thomson Reuters Datastream as “global
banks.”10 We excluded banks that either failed to report daily mar-
ket capitalization consistently throughout the observation period or
had more than 25 percent of their quarterly balance sheets missing
in the Worldscope data set.

10Ticker G#LBANKSWD.
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2.2 Econometric Framework

Our data set has a clear hierarchical structure with individual banks
nested in countries over a number of years. Similar to Doumpos,
Gaganis, and Pasiouras (2015), we employ a hierarchical linear mod-
eling (HLM) approach. This is one of the main empirical approaches
that models clustered data, accounting for data having various lev-
els of aggregation and controlling for potential dependency due to
nesting effects. One of the main advantages of multilevel model-
ing comes with unbalanced data. In our sample, there are different
sample sizes in different countries. Moreover, the HLM estimation
does not require residuals to be independent (Mourouzidou-Damtsa,
Milidonis, and Stathopoulos 2019).

The HLM approach has been recently applied in cross-country
studies that examine firm performance (Kayo and Kimura 2011; Li et
al. 2013; van Essen, Engelen, and Carney 2013; Marcato, Milcheva,
and Zheng 2018), as well as bank risk-taking and stability (Doumpos,
Gaganis, and Pasiouras 2015; Mourouzidou-Damtsa, Milidonis, and
Stathopoulos 2019). It is appropriate for explaining the variance at
all levels of aggregation and deals with the fact that there are inher-
ent differences in banking systems in different countries. The prac-
tices of banks in Islamic countries that comply with Sharia law and
business models may differ only nominally from conventional bank-
ing in some instances, and quite substantially in others. Financial
markets provide the bulk of financing in the United States, while in
Europe and many Asian countries, the banking system plays a dom-
inant role, so banks tend to be preferred by companies in raising
project financing. Langfield and Pagano (2016) show that Europe is
more prone to systemic risk because of its dependence on bank-based
financial structure.

The estimated model has the following form:

SRij,t = α0 + α1 × CBIj,t−1 + γ × Xij,t−1 + δ × Zj,t−1︸ ︷︷ ︸
fixed components

+ uij + ej + εij,t︸ ︷︷ ︸
random components

, (1)

where SRij,t is the systemic risk measure of bank i from coun-
try j in year t and CBIj,t−1 is the main variable of interest that
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quantifies the degree of central bank independence, i.e., CBI index
and its subcomponents (personnel independence, central bank objec-
tives, policy independence, and financial independence), from coun-
try j in year t − 1. For all banks, including the international banks,
country j is the country where the bank is incorporated.11

Xij,t−1 is a (k × 1) vector of lagged bank-level control variables
(bank size, credit risk ratio, profitability, capitalization, and the
funding structure) associated with systemic risk in the literature
(Beck, Demirgüç-Kunt, and Levine 2006; Berger, Klapper, and Turk-
Ariss 2009; Farhi and Tirole 2012; Laeven, Ratnovski, and Tong
2016; Xu, Hu, and Das 2019).

Zj,t−1 is a (k × 1) vector that includes banking system variables
(bank concentration and level of financial intermediation) associ-
ated with systemic risk in the banking sector (Boyd, De Nicolo, and
Jalal 2006; Beck, De Jonghe, and Mulier 2017), standard country-
level control variables (real GDP growth and inflation), and a vari-
able that captures the degree of central bank involvement in micro-
prudential supervision (with the maximum value assigned when all
supervisory responsibilities are consolidated under the roof of the
central bank). Melecky and Podpiera (2015) show that having bank-
ing supervision in the central bank can help prevent systemic bank-
ing crises, while Doumpos, Gaganis, and Pasiouras (2015) show that
central bank involvement in supervision has a positive impact on
bank soundness.

Table A.2 in the appendix describes the variables and the sources
of data. Table A.3 presents the summary statistics. Table A.4 shows
the correlation matrix of the regressors.

We use lagged independent variables (except for crisis dummy
variables) to control for the speed of adjustment of systemic risk
indicators and to account for potential endogeneity issues (Melecky
and Podpiera 2013). The random variables uij and ej allow the
intercept (α0 +uij +ej) to be random and unique to every bank and
country. εij,t is the error term. The model assumes the intercept is
random and slopes are fixed. The model is fit using the maximum

11For international banks, we capture only the effect of the CBI index in the
country where the banks are incorporated. We acknowledge that the CBI indices
from the countries where they operate would have an effect on their SR measures,
but we cannot account for this here.
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likelihood (ML) estimation of the variance components of Hartley
and Rao (1967). To mitigate the problem of outliers, we winsorize
all variables within the 1 percent and 99 percent percentiles.

In our analysis of whether CBI affects the impact of selected vari-
ables on measures of systemic risk, we focus on the role of the central
bank in financial stability, level of development (including financial
development), crisis (the 2007–09 global financial crisis and sovereign
debt crisis in Europe), and two relevant macroeconomic and bank-
ing system characteristics (market power in the banking system and
exchange rate regime) by including these variables and their inter-
action with CBI in the benchmark regression. The model has the
following specification:

SRij,t = α0 + α1 × CBIij,t−1 + α2 × CBIij,t−1 × Wj,t−1
+ γ × Xij,t−1 + δ × Zj,t−1︸ ︷︷ ︸

fixed components

+ uij + ej + εijw,t︸ ︷︷ ︸
random components

, (2)

where Wj,t−1 is the vector of the selected variables.

2.3 Measures of Banks’ Systemic Risk

It is recognized that all systemic risk measures fall short in cap-
turing the multifaceted nature of systemic risk, and further that
different measures of systemic relevance can lead to conflicting
results in identification of systemically important financial institu-
tions (Benoit et al. 2013). We therefore employ several measures of
systemic importance: (i) two measures of systemic risk contribution
(ΔCoVaR and SRISK); (ii) two measures of systemic risk exposure
(MES and Exposure-ΔCoVaR), and two measures of banks’ individ-
ual (or stand-alone) risk (VaR and Beta) estimated for each bank
over the 2001–14 period.12

12Bisias et al. (2012) provide an extensive survey of 31 measures of systemic
risk.
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2.3.1 Systemic Risk Contribution

ΔCoVaR. The first indicator considered for systemic risk contribu-
tion is the Conditional Value at Risk (CoVaR) of Adrian and Brun-
nermeier (2016). It is based on the well-known Value at Risk (VaR)
measure that involves the estimation of each bank’s qth quantile of
the following loss function:13

q = Pr
(
Ri

Market Assets,t ≤ V aRi
q,t

)
, (3)

where Ri
MarketAssets,t is the bank’s i market value of total assets

at time t determined by adjusting the book value of total assets by
the ratio between market capitalization (market value of equity) and
the book value of equity. Similarly, the VaR of the system can be
computed as follows:

q = Pr
(
RSystem

Market Assets,t ≤ V aRSystem
q,t

)
. (4)

VaR, which expresses the maximum possible loss (as a percent
of the market value of total assets) that a bank or the system could
register for a given confidence level over a specific period of time, is
the loss that can be found in the left tail of the market value of total
assets distribution function.

We focus on the daily change of the market value of total assets
of institution i from t − 1 to t. Because total assets and book equity
have quarterly frequencies while market equity has a daily frequency,
we transform the first two accounting measures into daily frequencies
through linear interpolation between two consecutive quarters.14 We
eliminate banks that have missing total assets or equity data for two
or more consecutive quarters.

VaR is an indicator that was used in the context of micropru-
dential supervision. It therefore fails to capture the risk of the whole
system. To assess contagion spillovers from a bank to the whole sys-
tem in the case of a severe reduction of the market value of total
assets, we apply the CoVaR methodology. It implies the estimation

13Following Adrian and Brunnermeier (2016), all our systemic risk indicators
are estimated for a 5 percent quantile.

14We perform cubic spline interpolations as a robustness check. The findings
remain robust.
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of the system’s qth quantile of the returns distribution over a given
period of time conditional on the event that each bank registers its
maximum possible loss. More precisely, we focus on the loss gener-
ated by the reduction of banks’ market value of total assets under
extreme events as in Adrian and Brunnermeier (2016):

q = Pr(RSystem
Market Assets,q

≤ CoV aR
System|Ri

Market Assets,t=V aRi
q,t

q,t |Ri
Market Aseets,t = V aRi

q,t),
(5)

where system is defined by the market value of total assets of
the sample. Thus, CoVaR is the VaR of the banking system when
banks are in distress and thus a good indicator of tail-event linkages
between financial institutions (Diebold and Yılmaz 2014).

To compute VaR and CoVaR, we use the quintile regression (QR)
developed by Koenker and Bassett (1978). This method allows us
to estimate the dependent variable’s quantiles conditioned on the
explanatory variables. It is more robust in the presence of extreme
market conditions (Nistor and Ongena 2020). We use the method
of Machado and Santos Silva (2013), which permits standard errors
to be asymptotically valid in the presence of heteroskedasticity and
misspecification.

The individual and systemic risk of banks have a time-varying
component, depending on different risk factors that affect the bank-
ing sector. Adrian and Brunnermeier (2016) propose the estimation
of VaR and CoVaR to be conditional on several market indices that
incorporate information representative for the global financial mar-
kets. These indices are lagged one period to control for the speed of
adjustment. The market indices we use are presented in Table A.2
in the appendix.

Each bank’s VaR is computed using a linear model that captures
the dependence of a bank’s asset returns on lagged market indices
(i.e., vector MI ′

t−1):

Ri
Market Assets,t = αi + βi × MI ′

t−1 + εi
t, (6)

where αi is the constant (unobserved characteristics of bank i), βi

is a (k × 1) vector that captures the bank’s i return dependence
relationship with the market indices, and εi is an i.i.d. error term.
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The return of the system can vary with each bank’s return and
with the lagged market indices as well:

RSystem
Market Assets,t = αSystem|i + δSystem|i × Ri

Market Assets,t

+ βSystem|i × MI ′
t−1ε

System|i
t , (7)

where αSystem|i is the constant, capturing the banking system char-
acteristics conditional on bank i, βSystem|i is a (k × 1) vector of
coefficients that captures the system’s return dependence relation-
ship with the lagged market indices, δSystem|i reflects the conditional
dependence of the system’s return on bank’si return, and εSystem|i

is the i.i.d. error term.
Running regressions from Equation (6) and Equation (7) for a

quantile of 5 percent (distressed periods) and a quantile of 50 per-
cent (median or tranquil state), we obtain the value of regressors to
be used in VaR and CoVaR estimations:

V̂ aR
i

q,t = α̂i
q + β̂i

q × MI ′
t−1 (8)

ĈoV aR
i

q,t = α̂System|i
q + δ̂System|i

q × V̂ aR
i

q,t + β̂System|i
q MI ′

t−1.

(9)

In the end, each financial institution’s contribution to systemic
risk (ΔCoVaR) is defined as the difference between VaR of the whole
system conditional on the event that the financial institution regis-
ters the lowest return at a given confidence level and VaR of the
whole system conditional on the event that the financial institution
faces the median return:

ΔCoV aR
System|i
q,t = CoV aR

System|Ri
Market Assets=V aRi

q,t

q,t

− CoV aR
System|Ri

Market Assets=V aRi
50%

q,t . (10)

A greater value of ΔCoVaR is associated with an enhanced
contribution to overall systemic risk, and thus increased
interconnectedness.

SRISK. The second indicator considered for systemic risk con-
tribution is based on the Systemic Risk Index (SRISK) introduced
by Acharya, Engle, and Richardson (2012) and extended to a
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conditional framework by Brownlees and Engle (2017). SRISK meas-
ures the contribution of a bank to wide systemic risk, defined as the
loss of a specific bank in terms of capital shortfall, conditioned by
the financial system being in distress. To the extent that SRISK
captures a bank’s performance conditional on the left tail of system
returns, it is also close to capturing a bank’s exposure to common
shocks that affect the whole financial system (Laeven, Ratnovski,
and Tong 2016). However, as emphasized by Brownlees and Engle
(2017), “when the economy is in a downturn, the bankruptcy of a
firm cannot be absorbed by a stronger competitor,” hence the obli-
gations will extend to the financial and further to the real sector.
The size of the capital shortfall of a bank during a systemic crisis
determines how risky it is systemically.

We define the market as the MSCI World Financials Index as
in Bostandzic and Weiß (2018). SRISK is conveniently expressed in
monetary units, thereby making it reliable in monitoring systemic
risk contribution. It also accounts for differences in volatility between
individual banks. The capital shortfall of bank i at time t is defined
as

CSi
t = kAi

t − Ei
t = k

(
Li

t + Ei
t

)
− Ei

t . (11)

Ei
t is the market capitalization of the bank (market value of

equity), Li
t is the book value of total liabilities, Ai

t is the implied
value of total assets, and k is the prudential capital ratio. As spec-
ified above, SRISK is the capital shortfall conditioned by a sys-
temic event, which is the decline of the system below threshold C
over time horizon h. Putting these altogether, we have the following
expression:

SRISKi
t = Et

(
CSi

t+h|RSystem
t+1:t+h < C

)
= kEt

(
Li

t+h|RSystem
t+1:t+h < C

)

− (1 − k) Et

(
Ei

t+h|RSystem
t+1:t+h < C

)
. (12)

Further, we assume that when a crisis defined by C hits the
financial system, the debt cannot be renegotiated. It follows that

SRISKi
t = kLi

t − (1 − k)Ei
t(1 − LRMESi

t). (13)

LRMESi
t is the long-run marginal expected shortfall, i.e., the

expectation of the bank equity multi-period return conditional on
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the systemic event. Following Brownlees and Engle (2017), we com-
pute LRMES without simulation as 1−exp(log (1 − d)×beta), where
d is the six-month crisis threshold for the market capitalization of
the sample decline when set at 40 percent, and beta is the bank’s
beta coefficient. The capital prudential ratio k is set at 8 percent in
accordance with the Basel Accords. SRISK is estimated using the
GJR-GARCH framework with a two-step quasi-maximum likelihood
estimation (QMLE). The SRISK indicator of a distressed institution
is positive, thereby indicating insufficient working capital. A negative
value, in contrast, indicates a capital surplus (no distress).

As in Berger, Roman, and Sedunov (2020), we normalize the
SRISK of bank i from country j by its market capitalization and
call the new measure NSRISK (normalized SRISK), denoting the
proportional capital shortfall per unit of market capitalization. This
normalization ensures that the value of the systemic risk indicator is
not driven by the market size (market capitalization) of individual
banks. Although Acharya, Engle, and Richardson (2012) recommend
setting negative SRISK values to zero because they imply a capital
surplus and do not contribute to systemic risk, we follow Laeven,
Ratnovski, and Tong (2016) and choose not to do so because this
would result in a series with many zeroes that econometrically would
be hardly to explain and result in biased estimations. Moreover, neg-
ative NSRISK values are useful in measuring the relative contribu-
tion of the banks to systemwide distress. Thus, our next approach
is to construct two synthetic systemic risk measures using factor
analysis that include NSRISK (see Section 3.4), and the series that
contain only zeroes (capital surplus only) will be discarded because
they have zero variance.

Figure 1 shows the evolution of average banks’ systemic risk
contribution, defined by ΔCoVaR and NSRISK during the 2001–14
period. One can observe that both ΔCoVaR and NSRISK increased
during periods of distress such as the dot-com crisis and global
financial crisis. However, the peaks differ for the two indicators, per-
haps reflecting the differences between the two measures, with the
ΔCoVaR closer to capturing contagion risks and NSRISK closer to
capturing the exposure to common shocks affecting the whole finan-
cial sector. For ΔCoVaR, the peak is in 2008, the year associated
with the Lehman Brothers default and the onset of global financial
crisis. For NSRISK, the peak is in 2011 when there was a sovereign



96 International Journal of Central Banking March 2022

Figure 1. Evolution of Average Systemic
Risk Contribution by Year

debt crisis in Europe characterized by high government debt and
high yield spreads in government securities. Continent-wise, Euro-
pean banks had the largest average contribution to systemic risk
over the whole period, defined by NSRISK. Asian banks were the
second largest in terms of average contribution. However, Australian
banks were the riskiest in terms of ΔCoVaR, followed by those from
Europe.

In terms of average contribution to systemwide distress by coun-
try (Figure 2), French banks had the highest capital shortfall per
unit of market capitalization in the 2001–14 period, following by
bank based in China and Germany. Banks based in the United Arab
Emirates, Kuwait, and Qatar had the highest capital surplus per
unit of market capitalization. As for ΔCoVaR, Belgian, Canadian,
and Australian banks were the main contributors, on average, to sys-
temic risk, whereas the banks from Bahrain, Sri Lanka, and Morocco
contributed least to systemic risk.

2.3.2 Measure of Systemic Risk Exposure

Systemic risk exposure is proxied by marginal expected short-
fall (MES) of Acharya, Engle, and Richardson (2017) and
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Figure 2. Average Systemic Risk
Contribution by Country

Exposure-ΔCoVaR of Adrian and Brunnermeier (2016). MES is
defined as the average return on an individual bank’s stock on days
when the market (MSCI World Financials Index) experiences a loss
greater than a specified threshold C indicative of market distress.

MESi
t−1 = Et−1

(
Ri

t|R
System
t < C

)
, (14)

where Ri
t is the return of bank i at time t and RSystem

t is the return
of the financial system, defined as MSCI World Financials Index. We
model the bivariate process of bank and market returns as follows:

RSystem
t = σSystem

t εSystem
t (15)

Ri
t = σi

tε
i
t = σi

tρ
i
tε

System
t + σi

t

√
1 − ρ2

i,tξi,t. (16)

σi
t and σSystem

t are the volatilities of bank i and the financial system,
respectively; ρi

t is the correlation coefficient between the return of
bank i and the return of the system; and εSystem

t , εi
t, and ξi,t are

the error terms which are assumed to be i.i.d. It follows that
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MESi
t−1 = Et−1

(
Ri

t|R
System
t < C

)

= σi
tEt−1

(
εi

t

∣∣∣∣ε
System
t <

C

σSystem
t

)

= σi
tρi,tEt−1

(
εi

t

∣∣∣∣ε
System
t <

C

σSystem
t

)

+ σi
t

√
1 − ρ2

i,tEt−1

(
ξi
t

∣∣∣∣ε
System
t <

C

σSystem
t

)
. (17)

As in Benoit et al. (2013), we consider the threshold C equal
to the conditional VaR of the system return, i.e., VaR (5 percent),
which is common for all institutions. Conditional volatilities of the
equity returns are modeled using asymmetric GJR-GARCH models
with a two-step quasi-maximum likelihood estimation. The time-
varying conditional correlation is modeled using the dynamic con-
ditional correlation (DCC) framework of Engle (2002). The higher
the MES, the higher the exposure of the bank to systemic risk.

Exposure-ΔCoVaR (eΔCoVaR) works in the opposite direction
with ΔCoVaR, denoting the system’s contribution to bank i or,
alternatively, the exposure of bank i to the system. It is defined
as the difference between VaR of the financial institution i condi-
tional on the event that the system is in distress (5 percent worst
outcomes), and VaR of the financial institution i conditional on the
event that the system faces the median return (i.e., tranquil state):

eΔCoV aR
i|System
q,t = CoV aR

i|RSystem
Market Assets=V aRSystem

q,t

q,t

− CoV aR
i|RSystem

Market Assets=V aR
System
50%

q,t . (18)

2.3.3 Banks’ Individual or Stand-Alone Risk

We also analyze how central bank independence influences individual
risk of the banks (i.e., a microprudential approach). Before the global
financial crisis, the microprudential paradigm (Basel I and Basel II
approaches) was used to describe financial stability. It assumed that
financial instability is exogenous to the financial system and that
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risk should be assessed on an individual basis. Its main drawback
was the fact that it ignored spillover effects between institutions—
a cause often cited as the main driver of the 2007–09 recession.
We define individual risk as the maximum possible loss as a per-
cent of the total market equity a bank could register for a given
confidence level (95 percent) over a specific period of time, i.e., its
VaR. We compute VaR using the same methodological approach
employed for MES, modeling conditional volatilities of the equity
returns with the asymmetric GJR-GARCH model. VaR is expressed
as a positive number, higher values being associated with enhanced
individual risk. In addition, we employ the dynamic conditional beta
using the DCC framework of Engle (2002) to capture the conditional
co-movement between each bank and the market (MSCI World
Financials Index), where the GJR-GARCH process is employed
to account for the conditional heteroskedasticity. Higher values
of beta denote increased risk of bank i in comparison with the
market.

2.4 Central Bank Independence Measures

In general, measures of the degree of central bank independence
are built using de facto and de jure measures of independence. De
facto indices associate the independence of central banks with the
autonomy of its governor. Thus, a high rate of governor turnover
is associated with low central bank independence. De jure indices
capture central bank legislative requirements such as the objective
function of the central bank, the procedures for the appointment of
the governor and other board members, designation of the authority
responsible for monetary policy, as well as procedures for resolving
conflicts between the central bank and the government. The de jure
index of CBI proposed by Cukierman, Webb, and Neyapti (1992)
has been widely embraced by researchers. The authors compute the
CBI index for 21 developed and 51 developing countries. The index
takes values between zero and one, where zero means no indepen-
dence and one means perfect independence (see Cukierman, Webb,
and Neyapti 1992 for a detailed description of the index).

Here, we use the CBI index computed by Bodea and Hicks (2015).
It expands the CBI index of Cukierman, Webb, and Neyapti (1992)
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to comprise 80 countries covering a period from 1972 to 2015. Simi-
lar to this approach, Garriga (2016) codes the central bank legisla-
tion for more countries (182 countries), but a slightly shorter period
(1970 to 2012). We opted for using Bodea and Hicks’s (2015) index
because it covers the longest period (more observations for after
Lehman Brothers period) and has a fair overlap of countries with
our database. We also employ Garriga’s (2016) index for robustness
check.

The aggregated CBI index of these both databases is a weighted
index of four components and 16 criteria in total:

• Governor Characteristics (Personnel Independence):
(i) length of governor’s term; (ii) entity delegated to
appoint him/her; (iii) provisions for dismissal; and (iv) ability
to hold another office in the government. The weight in the
index is 0.2.

• Policy Formulation Attributions (Policy Independence):
(v) whether the central bank is responsible for monetary pol-
icy formulation; (vi) rules concerning resolution of conflicts
between the central bank and government and (vii) the degree
of central bank participation in the formulation of the govern-
ment’s budget. The weight in the index is 0.15.

• Central Bank Objectives: (viii) monetary stability as one of
the primary policy objectives. The weight in the index is 0.15.

• Limitations on Central Bank Lending to the Public Sector
(Financial Independence): (ix) advances and (x) securitized
lending; (xi) authority having control over the terms (matu-
rity, interest rate, and amount) of lending; (xii) width of circle
of potential borrowers from the central bank; (xiii) types of
limitations on loans, where such limits exist; (xiv) maturity of
possible loans; (xv) limitations on interest rates applicable to
lending; and (xvi) prohibitions on central bank participation
in the primary market for government securities. The weight
in the index is 0.5.

The CBI index and its subcomponents represented in Figure 3
begin a remarkable increase in 2001. The main difference is in terms
of personnel independence, where the index showed a downward
trend until 2006. Note the sharp drop in value of CBI index starting
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Figure 3. Evolution of Average Weighted CBI
Index and Its Subcomponents by Year

Figure 4. Average Weighted CBI Index by Country

in 2011. This is likely due to the fact that the values for European
Central Bank (ECB) that we substitute for countries within the euro
zone were only available through 2010. The most independent central
banks are, on average, the central banks of Indonesia, Croatia, and
Chile. The least independent central banks are those of Singapore,
Qatar, and Brazil (Figure 4).
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3. Main Empirical Results

3.1 Base Results

The benchmark results presented in Tables 1 and 2 show the negative
impact of CBI measures on the measures of banks’ contribution to
systemic risk (ΔCoVaR and NSRISK).15 Each of these tables report
the outcome of the estimations for the model described in Equation
(1) corresponding to the five CBI measures. As the degree of central
banks’ independence increases, banks’ contribution to systemwide
distress decreases. This is strongly valid for all subcomponents of
the CBI index and for the weighted index, except for financial inde-
pendence in the case of ΔCoVaR, where its coefficient, although
with a negative sign, lacks statistical significance. A one-standard-
deviation increase in the CBI index leads to decline in the systemic
contribution of the banks by 13.23 percent as measured by ΔCoVaR,
and by 21.66 percent as measured by NSRISK. Our results are in
line with those of Klomp and de Haan (2009), suggesting a positive
link between central bank independence and financial stability, as
well as with those of Doumpos, Gaganis, and Pasiouras (2015), who
find that central bank independence exercises a positive impact on
bank soundness. The LR test is statistically significant for all mod-
els, meaning that the estimated model through HLM is different
from the standard ordinary least squares (OLS) regression, favoring
the multi-level specification.

The estimated coefficients for control variables yield some note-
worthy results. The impact of size, while significant, has opposite
signs in the two models, i.e., a negative value in the NSRISK model
and a positive value in the ΔCoVaR model (only in two models
out of five the coefficient of the size variable is statistically sig-
nificant). As discussed earlier, NSRISK is closer to the exposure
to common shocks that affect the whole financial system, whereas
ΔCoVaR is linked to contagion risks (Laeven, Ratnovski, and
Tong 2016). Hence, the negative sign in the NSRISK model could
suggest that larger banks may diversify more efficiently and enjoy

15Note that the number of the banks and countries differs in concordance with
the central bank independence measure employed. The time span of the CBI
index is from 2001 to 2014, whereas for its subcomponents the availability of the
data is from 2001 to 2012.
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easier access to capital markets, thereby putting them in a more
solid position than smaller banks in the event of a downturn. This
assessment is in line with Shim (2013). On the other hand, size seems
to increase contribution to systemic risk contagion. This comports
with the “too-big-to-fail” hypothesis, whereby large banks confident
of being bailed out by government in the event of financial distress
having greater incentive to engage in excessive risk-taking behavior
and thereby increase the overall systemic risk in the financial sec-
tor (Farhi and Tirole 2012). This finding is consistent with that of
Laeven, Ratnovski, and Tong (2016).

As expected, deterioration in the quality of the loan portfolio
enhances both measures of banks’ contribution to systemic risk.
Better profitability, higher capitalization, and a funding structure
that is mainly based on deposits reduce banks’ systemic distress.
Profitability, however, is significant only in explaining NSRISK: it
decreases exposure to common shocks but does not prevent sys-
temic risk contagion. In terms of macroeconomic and banking sys-
tem control variables, higher economic growth helps banks reduce
their systemic importance, whereas inflation amplifies exposure to
common shocks.

Bank concentration’s coefficient is significant but has opposite
signs in the two models: negative for explaining systemic risk con-
tagion and positive for explaining the exposure to common shocks.
Intuitively, this makes sense. Fewer banks in the system make them
more prone to exposure to common shocks but have less impact on
contagion. This also mimics the mixed results in the literature. Beck,
De Jonghe, and Mulier (2017) find concentration of bank assets to
be a key contributor to accumulation of systemic risk in the bank-
ing sector. Boyd, De Nicolo, and Jalal (2006) claim probability of
bank default is positively and significantly related to concentration.
Beck, Demirgüç-Kunt, and Levine (2006) find that the likelihood of
a banking crisis is reduced in countries with concentrated banking
sectors.

Elevated levels of financial intermediation amplify the risk banks
pose to the whole financial system, consistent with the literature.16

16Previous studies (e.g., Reinhart and Rogoff 2009; Jordà, Schularick, and
Taylor 2013) emphasize that the credit boom is a first-order factor in explaining
banking crises.
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CBIS index does not influence exposure to common shocks but
negatively affects the systemic risk contagion, i.e., greater central
bank involvement in supervision of the financial sector helps reduce
tail-event linkages between banks.

3.2 The Impact of Central Bank Independence on
Systemic Risk Exposure and Stand-Alone Risk

Our findings for banks’ exposure to systemwide distress are in line
with those for banks’ contribution to systemwide distress, but only
in the case of MES (Table 3, column 1). Thus, a central bank that is
politically independent is helpful to banks in reducing their exposure
to systemic risk. A one-standard-deviation increase in the CBI index
decreases systemic exposure of banks by 7.59 percent as measured
by MES. In terms of stand-alone risk of individual banks measured
by VaR and dynamic conditional beta, central bank independence
reduces this in the case of both VaR and Beta estimations (Table 3,
columns 3 and 4). A one-standard-deviation increase in the CBI
index leads to a fall in banks’ VaR by 11.94 percent, whereas a one-
standard-deviation increase in the CBI index decreases Beta by 8.49
percent. Regarding the control variables, greater size, an increased
credit risk ratio (MES, VaR, and Beta), profitability (eΔCoVaR),
higher levels of credit granted by financial sector (MES, VaR, and
Beta), and inflation (VaR) positively affect the risk measures. On the
other hand, better capitalization (MES, eΔCoVaR, and VaR) prof-
itability (Beta), a funding structure dominated by deposits, high eco-
nomic growth, increased bank concentration, and a greater involve-
ment in supervision by the central bank (MES, eΔCoVaR, and VaR)
significantly reduce these measures of distress.

3.3 Further Evidence on the Role of Central Bank
Independence on Systemic Risk Contribution

In this section, we analyze five hypotheses regarding how CBI affects
the impact of selected institutional, macroeconomic, and banking
system characteristics on the measures of the systemic risk of banks.
The empirical analysis for each hypothesis includes the variable of
interest and its interaction with CBI in addition to the control vari-
ables considered so far.
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Hypothesis 1. Central banks’ financial stability mandate is meant
to manage banks’ systemic risk contribution. A heightened central
bank independence could reduce this effect because of a potentially
lower collaboration with other agencies relevant for the financial
stability.

While central banks are thought to have a natural role in finan-
cial stability since monetary policy affects financial conditions and
consequently financial stability, historically their de jure mandates
have diverged widely (Haltom and Weinberg 2017). To achieve sim-
ilar levels of performance as well as accountability as for the price
stability mandate, an explicit goal for financial stability seems sensi-
ble but at the same time “more problematical than inflation targetry,
because it is so much harder to monitor, and you cannot really tell
whether the authorities are on the right track, or not” (Goodhart
and Lastra 2018). At the same time, monetary and prudential poli-
cies have traditionally been designed and analyzed in isolation from
one another (Collard et al. 2017). A more independent central bank
could be more reluctant to share the financial stability responsibili-
ties with other agencies and this could mitigate the beneficial effect
of having an explicit mandate on the systemic risk.

To verify this hypothesis, we construct a variable for central
bank’s financial stability mandate (FSM). We collected data that
describe the following three aspects: financial stability mandate or
objective, publication of financial stability reports, and the role
of central banks in macroprudential committees. For the sources,
we used central bank’s websites, the databases used in Cerutti,
Claessens, and Laeven (2017) and Edge and Liang (2019), the Inter-
national Monetary Fund’s (IMF’s) Central Bank Legislation Data-
base, and IMF’s Financial Sector Assessment Program reports data-
base. We do not distinguish between whether FSM is a secondary
or primary mandate. Out of 40 central banks, 5 have never had an
FSM, 11 have had an FSM for the whole period, and 14 acquired an
FSM after 2007.

In addition, we look at the effect of the quality of microprudential
supervision, proxied by the index developed by Anginer, Demirgüç-
Kunt, and Zhu (2014b) on banks’ contribution to systemic risk
and whether the CBI affects this relationship. This index assesses
whether the supervisory authorities have the power and authority
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to take specific preventive and corrective actions.17 Better micro-
prudential supervision should support the management of banks’
contribution to systemic risk as it aims to enhance the resilience
of individual financial institutions. Their health is a necessary, but
not sufficient, condition for systemwide stability (Osiński, Seal, and
Hoogduin 2013).

Hypothesis 2. A country’s level of development directly affects the
implementation of financial regulation and hence could help lessen
systemic risk. An independent central bank can enhance this effect.

A country’s development is largely associated with the overall
level of institutional development and governance. Better gover-
nance further provides built-in mechanisms for the implementation
of financial regulations, or at the least, it does not hinder this, and
therefore could help mitigate the systemic risk. The relationship
between development and CBI is not straightforward; countries from
across the development spectrum have adopted policies to increase
CBI, but their overall effectiveness often hinges on (the lack of) polit-
ical constrains (Acemoglu et al. 2008). We are testing whether the
overall level of development, level of financial freedom, or the level
of financial market development neutralizes the effect of CBI docu-
mented so far in the analysis and, in addition, whether CBI affects
the impact of the development variable on banks’ contribution to
systemic risk.

To capture this, we focus on two development variables (Real
GDP/capita and Financial Freedom index) and three additional
indexes that stand for the development of financial markets and
institutions (Financial Markets index, Financial Institutions index,
and Financial Development index). Table A.2 in the appendix
describes these variables.

Hypothesis 3. A crisis increases the contribution and exposure of
banks to systemic risk. CBI can exacerbate this.

17The index is based on World Bank’s Bank Regulation and Supervision Sur-
veys. It does not distinguish whether banking supervision is under the roof of the
central bank.
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While we expect a financial crisis to increase the level of the sys-
temic risk measures, the extent of the impact may depend on several
factors, including CBI. CBI is important for preventing the accumu-
lation of systemic risk.18 But a heightened CBI could undermine
necessary coordination of the central bank with other authorities
during a financial crisis (Balls, Howar, and Stansbury 2018). For
example, the lender of last resort function of central banks was insuf-
ficient during the global financial crisis. Governments had to bail out
distressed financial institutions to prevent financial contagion. The
crisis period had two phases.19 During the first phase (July 2007
to the end of 2009), the effects of global financial crisis intensify in
Europe (Brei, Gambacorta, and von Peter 2013). The second phase
corresponds with the European sovereign debt crisis in Europe, span-
ning 2010 to 2013 (Cornille, Rycx, and Tojerow 2019). Samarakoon
(2017) finds evidence of contagion effects from the European debt
crisis to other emerging and developed markets around the world.

Hypothesis 4. High market power in the banking sector increases
the systemic risk contribution of banks, but a higher level of CBI
diminishes this effect.

Banks with “high” market power20 can charge higher inter-
est rates to firms that can further engage in risky activities, and
thereby increase the fragility of the financial system (Boyd and
De Nicolo 2005). Anginer, Demirgüç-Kunt, and Zhu (2014a) find
that the systemic risk of banks and competition are negatively
related. High market power indicates the erosion of competition in
the banking sector. We should note the existence of different, com-
peting thoughts on the nexus competition-fragility/stability. Under
competition-fragility theory,21 increased bank competition erodes
market power and decreases profit margins. This creates incentives

18Quintyn and Taylor (2003) find that in almost all systemic financial-sector
crisis during 1990s, a major contributing factor was political interference in the
supervisory process.

19We employ different definitions of crisis, including systemic banking crisis
from Reinhart and Rogoff (2011) and Laeven and Valencia (2020). The interaction
effect of crisis and CBI remains the same.

20We define “high” as values greater than or equal to the median of the sample.
21See Carletti and Hartmann (2003) for a review of the literature.
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for banks to take on excessive risk as a way to increase their returns
(Berger, Klapper, and Turk-Ariss 2009).

We measure market power in the banking system with the Lerner
index.22 Heightened CBI can discourage risky behavior caused by
high market power, as the central bank authorities can evade capture
by financial participants and strengthen the supervisory functions of
the central bank.

Hypothesis 5. Rigid exchange rate regimes positively contribute to
systemic risk, but a higher level of CBI alleviates the effect.

Rigid exchange rates are associated with greater foreign currency
borrowing that exposes the economy to systemic risk (Dell’Ariccia,
Laeven, and Marquez 2020). An independent monetary policy
authority may be able to avoid this problem, however, through mit-
igating the effects of foreign currency borrowing and mitigating the
effects from systemic risk contagion.

For Hypothesis 1 (results are presented in Table 4), the stand-
alone coefficients of CBI as well as of FSM variables are negative (i.e.,
restraining, as expected, banks’ systemic risk contribution), but the
coefficients of their interactions are positive, indicating trade-offs
between CBI and FSM. It also points out that, in terms of channels
for CBI to affect systemic risk, the CBI has helped address systemic
risk rather through monetary policy23,24 or involvement in pruden-
tial supervision than through an explicit financial stability mandate.
A closer look at the four corner solutions resulting from the coeffi-
cients of CBI and FSM (Table 4)—given that the CBI variable has
a maximum value of 1 and a minimum of 0 and the FSM variable
has a value of 1 when a FSM exists and 0 otherwise—reveals that
the largest overall effects are obtained from combining the high-
est possible central bank independence with no financial stability

22The Lerner index is defined as the difference between output prices and
marginal costs relative to prices.

23See Adrian and Liang (2018) and Lamers et al. (2019) for channels through
which monetary policy can affect financial stability.

24Levieuge, Lucotte, and Pradines-Jobet (2019) also find that differences in
monetary policy preferences—relative preferences of central banks for the infla-
tion stabilization—explain cross-country differences in banking vulnerabilities.
Namely, if central banks were more preoccupied with output stabilization, they
would focus more on financial stability objectives.
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mandate.25 This result is in line with the conclusion of Ueda and
Valencia (2014), who find that having both price and financial sta-
bility mandates does not deliver social optimum due to a time-
inconsistency problem.

A second-best solution points towards a less central bank inde-
pendence with a financial stability mandate. Svensson (2013) con-
siders that it may make sense to assign the objective of financial
stability to the central bank, if the central bank is given control of the
appropriate supervisory, regulatory, and crisis-management instru-
ments. Bringing monetary and macroprudential policies under one
central bank roof will tend to solve possible coordination problems
that may arise from their interaction, but it may lead to incentive
problems if failure of one policy domain affects the other policy
domain (Smets 2014).

A caveat is in order here: while some central banks had finan-
cial stability mandates (albeit in most of the cases, secondary to the
price stability mandate) before the financial crisis, their weight in the
central banks’ decisions and preferences has likely evolved after the
crisis.26 Similarly to Adrian and Liang (2018), our results emphasize
that more research is needed to evaluate the efficacy of monetary and
macroprudential policies framework to address systemic risk and to
mitigate the consequences on the real economy.

Further, we do not find a significant impact on systemic risk
measures from the proxies used for quality of microprudential super-
vision or quality of macroprudential supervision. Going forward,
institutional arrangements for cooperation with other financial sta-
bility agencies for the implementation of macroprudential policies
are needed and the governance of the current ones strengthened.
Edge and Liang (2019) evaluated institutional structures and prac-
tices of macroprudential authorities in 58 countries as they continued
to develop their frameworks and found that while most countries
have established financial stability committees, many of these lack
effectiveness.

25We would like to thank an anonymous referee for suggesting the corner
solution analysis.

26Central banks have started to communicate financial (in)stability issues more
intensively (Horváth and Vaško 2016), but the degree to which financial stabil-
ity considerations are taken into account in the monetary policy decision differs
substantially across central banks (Friedrich, Hess, and Cunningham 2019).
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Regarding institutional development (Hypothesis 2), results pre-
sented in Table 5 show that a low level of financial freedom increases
banks’ contribution to systemic risk, with this effect being amelio-
rated by an increase in CBI. We also see that countries with a higher-
than-median level of the financial markets index that captures the
development of financial markets (depth, access, and efficiency) are
prone to an enhanced contribution to systemic risk. Our results are
in line with Bostandzic and Weiß (2018), where their results reveal
that the global importance of a country’s stock market increases
systemic risk. According to our results, the development in a coun-
try’s material living standards is not associated with systemic risk.
In line with the results of previous studies,27 results from Models
4 and 5 show that financial institutions development and the over-
all financial development indices are not associated with systemic
risk and neither augment nor mitigate the effect of CBI on systemic
risk.

For Hypothesis 3, as anticipated, the sign of the interaction coef-
ficient Crisis × CBI (t–1) is positive and significant in the case of
the systemic interconnectedness measure (Table 6, Model 1). Thus,
when crisis hits, a highly independent central bank could exacerbate
delays in implementation of crisis measures when coordination with
other institutions is involved. This suggests that there is need for
a reassessment of the cooperation and collaboration between poli-
cymakers, especially in the context of the progress in institutional
governance in the last two decades. Credibility and accountability
of all players is pivotal.

Furthermore, if a banking sector is characterized by a high mar-
ket power, the effect is an increase of systemic risk contribution
of banks. This negative effect is diminished if the central bank
acts independently without any external interference. Regarding the
effect of the exchange rate regime and CBI influence on it, we did
not find backing for our hypothesis, as the corresponding coefficients
are insignificant.

27See, e.g., Brunnermeier and Oehmke (2012), who reveal that crises have
occurred at all stages of financial system development: developed financial sys-
tems as well as emerging economies and developing financial systems.
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Table 6. Interaction Regression
Results: Other Interactions

Dependent: ΔCoVaR (1) (2) (3)

Fixed-Effect Parameters
CBI Index (t–1) −0.742∗∗∗ −0.492∗∗∗ −0.616∗∗∗

(0.160) (0.163) (0.146)
Crisis 0.135∗∗

(0.067)
Crisis × CBI (t–1) 0.336∗∗∗

(0.079)
High Lerner Index (t–1) 0.226∗∗∗

(0.067)
High Lerner Index (t–1) −0.313∗∗∗

× CBI (t–1) (0.114)
Rigid Exchange Rate (t–1) 0.036

(0.092)
Rigid Exchange Rate (t–1) −0.196

× CBI (t–1) (0.125)
Size (t–1) 0.031 0.036∗ 0.092∗∗∗

(0.021) (0.021) (0.020)
Credit Risk Ratio (t–1) 0.366 0.338 0.488∗

(0.314) (0.322) (0.293)
Profitability (t–1) 1.075 1.219 0.943

(1.240) (1.321) (1.162)
Capitalization (t–1) −0.873∗∗ −0.904∗∗ −0.475

(0.441) (0.450) (0.416)
Funding Structure (t–1) −0.471∗∗∗ −0.507∗∗∗ −0.329∗∗∗

(0.129) (0.137) (0.120)
Real GDP Growth (t–1) −0.874∗ −1.026∗∗ −1.014∗∗

(0.459) (0.470) (0.421)
Inflation (t–1) 0.003 0.001 −0.005

(0.004) (0.004) (0.004)
Bank Concentration (t–1) −0.002∗∗ −0.003∗∗∗ −0.002∗∗∗

(0.001) (0.001) (0.001)
Financial Intermediation (t–1) 0.001∗ 0.001∗∗ 0.003∗∗∗

(0.001) (0.001) (0.001)
CBIS Index (t–1) −0.084∗∗∗ −0.081∗∗∗ −0.065∗∗∗

(0.020) (0.021) (0.018)
Constant 0.958∗ 0.803 −0.377

(0.547) (0.560) (0.542)
Observations 3,313 3,244 2,999
Countries 40 40 40
Banks 322 322 322
LR Test Chi-Square 2,929.444∗∗∗ 2,825.339∗∗∗ 3,200.578∗∗∗

Note: This table reports the results for the model described in Equation (2). The depen-
dent variable is ΔCoVaR, defined in Table A.2 in the appendix. The HML model is esti-
mated using the maximum likelihood estimation. The LR test compares the estimated
model with the standard OLS regression, and the null hypothesis is that there are no sig-
nificant differences between the two models. Standard errors in parentheses. ***, **, and
* denote statistical significance at the 1 percent, 5 percent, and 10 percent level, respec-
tively. For the sake of conserving space, we do not present the output for random-effects
parameters.
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3.4 Robustness Assessment

3.4.1 Robustness Assessment Using Different Estimation
Techniques

To test the consistency of the results, we run alternative estimation
models. First, we reestimate the model described in Equation (1) fit-
ting a restricted or residual maximum likelihood estimator (REML).
Unlike ML, REML portions the likelihood function into two parts,
one independent from the fixed effects (Corbeil and Searle 1976).
The maximization of this part gives the REML.

Second, we employ the fixed-effects estimator using both bank
and year fixed effects to capture any unobserved heterogeneity across
banks and the influence of aggregate time-series trends. Third, to
account for potential endogeneity steaming from amendments to
CBI as a result of financial crisis or further financial stability man-
date being added to central banks’ responsibilities, we estimate a
dynamic panel model using the System GMM estimator.28

Fourth, we use the bias-corrected least square dummy variable
(LSDVC) estimator proposed by Kiviet (1995) and subsequently
Bun and Kiviet (2003), and extended to an unbalanced panel setting
by Bruno (2005). It was shown in Monte Carlo simulations that the
LSDVC outperforms the IV-GMM estimators in terms of bias and
root mean squared error.

The findings are displayed in Table 7. The negative and signif-
icant effect of central bank independence on systemic risk contri-
bution holds across all four models, in the case of both static and
dynamic models. The LR test in the case of HLM REML compares
the estimated model and the standard OLS estimation, with the null
hypothesis that there are no significant differences between the two
models. The results favor the multi-level specification.

3.4.2 Robustness Assessment Using Different
Proxies for Systemic Risk Contribution

Further, we use alternative proxies for systemic risk contribution.
Following the approach of Berger, Roman, and Sedunov (2020), we
compute the principal-component factor using factor analysis based

28We thank a reviewer for suggesting this.
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on our two systemic risk indicators, NSRISK and ΔCoVaR. We call
the new measure Systemic Factor2. Employing factor analysis to
construct new indicators of systemic risk, we synthesize the main
information conveyed by NSRISK and ΔCoVaR. Additionally, we
employ the same technique and compute Systemic Factor3, which
is based on NSRISK, ΔCoVaR, and the Systemic Expected Short-
fall (SES). According to Acharya et al. (2017), SES denotes a firm’s
“propensity to be undercapitalized when the system as a whole is
undercapitalized,” and it is a function of two variables: Marginal
Expected Shortfall (MES) and Leverage (LVG).29

The results for Systemic Factor2 and Systemic Factor3 are shown
in Table 8. We obtain the same negative and strongly significant
relationship between this measure of systemic relevance and cen-
tral bank independence, which is consistent with the main findings.
Concerning control variables, credit risk ratio, inflation (Systemic
Factor3), and financial intermediation amplify banks’ systemic rel-
evance, whereas profitability (Systemic Factor3), better capitaliza-
tion, a funding structure based on deposits, economic growth, and
the central bank involvement in supervision index reduce banks’
contribution to systemwide distress. Thus, assigning supervisory
responsibilities to the central bank is beneficial for stability of the
banking system and financial system as a whole. Doumpos, Gaga-
nis, and Pasiouras (2015) reach similar conclusion in terms of bank
soundness.

Finally, we test whether the findings are driven by sample selec-
tion. First, we exclude from the analysis (a) the countries with the
highest number of banks (the United States and Japan), (b) the
countries with no more than three banks, and (c) both groups of
countries. A detailed list with the number of banks by country is
given in Table A.1 from the appendix. Then, we look at whether the
effect of CBI and the control variables differ substantially before and
during/after the global financial crisis: (d) for the 2001–07 period
and (e) for the 2008–14 period. The results are shown in Table 9.
For the samples in (a), (b), and (c), the findings are in line with
those from the benchmark model (Table 1). Regarding the estima-
tions for sub-periods, the sign for the CBI’s coefficients holds for

29A description of these variables and the computational methodological is
provided in Table A.2 in the appendix.
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Table 7. Robustness Analysis Using
Different Estimation Techniques

(1) (2) (3) (4)

HLM System
Dependent: ΔCoVaR REML FE GMM LSDVC

CBI Index (t–1) −0.580∗∗∗ −0.716∗∗∗ −0.460∗∗∗ −0.314∗

(0.158) (0.225) (0.102) (0.177)
Size (t–1) 0.027 −0.071 0.094∗∗∗ 0.057∗

(0.021) (0.091) (0.035) (0.033)
Credit Risk Ratio (t–1) 0.383 0.554 0.023 0.326

(0.317) (0.950) (0.344) (0.306)
Profitability (t–1) 1.473 1.452 0.860 −0.453

(1.245) (1.764) (1.067) (1.203)
Capitalization (t–1) −1.074∗∗ −1.046 −0.099 −0.321

(0.443) (1.003) (0.399) (0.437)
Funding Structure (t–1) −0.443∗∗∗ −0.669∗∗ −0.180 −0.053

(0.130) (0.277) (0.119) (0.130)
Real GDP Growth (t–1) −0.830∗ −0.771 −0.204 −0.289

(0.464) (0.832) (0.392) (0.404)
Inflation (t–1) 0.001 −0.000 −0.002 −0.002

(0.004) (0.010) (0.004) (0.003)
Bank Concentration (t–1) −0.003∗∗∗ −0.003 −0.002∗∗ −0.000

(0.001) (0.002) (0.001) (0.001)
Financial Intermediation (t–1) 0.001∗∗ 0.001 0.001∗∗ 0.001∗∗

(0.001) (0.002) (0.001) (0.001)
CBIS Index (t–1) −0.078∗∗∗ −0.072∗∗∗ 0.001 −0.042∗∗

(0.020) (0.025) (0.013) (0.021)
ΔCoVaR (t–1) 0.914∗∗∗ 0.692∗∗∗

(0.100) (0.018)
ΔCoVaR (t–2) −0.628∗∗∗

(0.075)
Constant 0.985∗ 4.132∗

(0.549) (2.202)
Observations 3,327 3,327 3,327 3,327
Countries 40 40 40 40
Banks 323 323 323 323
LR Test Chi-Square 2,933.362∗∗∗

R-Squared (Within) 0.328
AR(1) Test −6.107∗∗∗

AR(2) Test 0.406
Hansen J Statistic 0.018
No. of Instruments 27

(continued)
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Table 7. (Continued)

Note: This table reports the results using different estimation techniques. The dependent
variable is ΔCoVaR, defined in Table A.2 in the appendix. The HML REML model is esti-
mated using the restricted maximum likelihood estimation. The FE model is estimated
using both bank and year fixed effects. The System GMM model follows the approach of
Blundell and Bond (1998) and is estimated using the finite-sample correction to the two-
step covariance matrix derived by Windmeijer (2005). To deal with serial correlation, we
added the second lag of the dependent variable. The LSDVC model is the bias-corrected
least square dummy variable developed by Kiviet (1995) and adopted to unbalanced panels
by Bruno (2005), being initialized by the Blundell-Bond estimator. The LR test compares
the estimated model with the standard OLS estimation with the null hypothesis that there
are no significant differences between the two models. AR(1) and AR(2) are the Arellano-
Bond test for first-order and second-order correlation, respectively, whereas the Hansen
J statistic tests the validity of the overidentification restrictions with the null hypothesis
that overidentification restrictions are valid. Standard errors are in parentheses for HLM
REML. Cluster-robust standard errors at the country level are in parentheses for FE.
Corrected standard errors are in parentheses for System GMM. Bootstrap standard errors
are in parentheses based on 100 replications for LSDVC. ***, **, and * denote statistical
significance at the 1 percent, 5 percent, and 10 percent level, respectively. For the sake of
conserving space, we do not present the output for random-effects parameters for HLM
REML.

both periods, but the significance is preserved only for the second
period. While this can lend support for a more important role of CBI
during/after the crisis, different sample sizes—the estimation for the
second period includes four additional countries, with 22 additional
banks—likely affects this as well.
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Table 8. Robustness Analysis: Different
Systemic Risk Measures

(1) (2)

Dependent: ΔCoVaR Systemic Factor2 Systemic Factor3

Fixed-Effects Parameters
CBI Index (t–1) −0.996∗∗∗ −2.544∗∗∗

(0.210) (0.443)
Size (t–1) −0.044∗ −0.130∗∗

(0.026) (0.052)
Credit Risk Ratio (t–1) 1.327∗∗∗ 2.831∗∗∗

(0.419) (0.873)
Profitability (t–1) −1.586 −8.216∗∗

(1.587) (3.266)
Capitalization (t–1) −3.896∗∗∗ -11.233∗∗∗

(0.565) (1.177)
Funding Structure (t–1) −1.026∗∗∗ −2.461∗∗∗

(0.165) (0.343)
Real GDP Growth (t–1) −1.416∗∗ −2.674∗∗

(0.595) (1.230)
Inflation (t–1) 0.008 0.022∗∗

(0.005) (0.011)
Bank Concentration (t–1) 0.000 0.003

(0.001) (0.002)
Financial Intermediation (t–1) 0.007∗∗∗ 0.021∗∗∗

(0.001) (0.002)
CBIS Index (t–1) −0.072∗∗∗ −0.108∗

(0.027) (0.056)
Constant 0.700 0.486

(0.690) (1.431)
Random-Effects Parameters

Country-Level Variance −0.420∗∗∗ 0.536∗∗∗

(0.147) (0.133)
Bank-Level Variance −0.425∗∗∗ 0.253∗∗∗

(0.046) (0.047)
Residual Variance −0.678∗∗∗ 0.040∗∗∗

(0.013) (0.013)
Observations 3,284 3,248
Countries 40 40
Banks 323 323
LR Test Chi-Square 2,541.686∗∗∗ 2,475.609∗∗∗

Note: This table reports the results for alternative measures of systemic risk. The depen-
dent variables are Systemic Factor2 and Systemic Factor3, defined in Table A.2 in the
appendix. The HML model is estimated using the maximum likelihood estimation. The
LR test compares the estimated model with the standard OLS regression, and the null
hypothesis is that there are no significant differences between the two models. Standard
errors in parentheses. ***, **, and * denote statistical significance at the 1 percent, 5
percent, and 10 percent level, respectively.
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4. Conclusion

The agreement around the concept of central bank independence has
lessened in the wake of the global financial crisis of 2007–09. This
shift reflects an increase in the range of powers central bank have
acquired, with some of these powers involving coordination with
fiscal policymaking. Some evidence of distributional effects across
different segments of population resulting from unconventional mon-
etary policy has increased calls for reining in central bank inde-
pendence. However, a core issue is how the financial stability that
has been fastened stronger than before to central banks in many
countries relates to the central bank independence.

We find a robust, negative, and significant impact of central bank
independence on the contribution of banks to systemic risk, as well as
a similar impact of central bank independence on stand-alone bank
risk. These results lend support for central bank independence, as
it helps banks reduce the risk they pose to the banking system as a
whole as well as the risk individual banks face. In parallel, we find
that an increase in CBI can ameliorate the effects of environments
characterized by low level of financial freedom or high market power
that, by themselves, enhance the systemic risk contribution of banks.
However, the results also show trade-offs between CBI and central
banks having financial stability mandates and that a heightened CBI
can exacerbate the effect of a crisis on the contribution of banks to
systemic risk.

Therefore, preserving central bank independence is important for
financial stability but an emphasis on coordinated interaction with
governments is also needed, or more elegantly in the words of former
Federal Reserve chief Ben Bernanke: “The general principle of CBI
does not preclude coordination of central bank policies with other
parts of the government in certain situations” (Bernanke 2017).
Better governance for the financial stability institutional structures
would facilitate such needed collaboration.

We confirm a significant effect on the measure of the systemic
relevance of bank characteristics (size, credit risk ratio, capitaliza-
tion, profitability, funding structure), banking-sector characteristics
(concentration, level of financial intermediation), macroeconomic
variables (GDP growth and inflation), and the degree of central
bank involvement in microprudential supervision. The findings are
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robust for different estimation models, controlling for both bank and
year fixed effects and potential endogeneity issues of central bank
independence, and for different sample structures.




