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Simona Malovaná, Martin Hodula, and Zuzana Gric

Has Higher Household Indebtedness Weakened Monetary
Policy Transmission?

325

Gaston Gelos, Federico Grinberg, Shujaat Khan,
Tommaso Mancini-Griffoli, Machiko Narita,
and Umang Rawat

The contents of this journal, together with additional materials provided by article
authors, are available without charge at www.ijcb.org.



Copyright c© 2024 by the Association of the International Journal of Central Banking.
All rights reserved. Brief excerpts may be reproduced or translated provided the source
is cited. Consult www.ijcb.org for further information.

The International Journal of Central Banking is published bimonthly
(ISSN: 1815-4654). Online access to the publication is available free of charge
at www.ijcb.org.

Requests for permission to reprint material from this journal should be addressed to:

International Journal of Central Banking
Printing & Fulfillment K1-120
Federal Reserve Board
Washington, DC 20551

Phone: 202-452-3425
Fax: 202-728-5886
E-mail: editor@ijcb.org

The views expressed in this journal do not necessarily represent the views of the
Association of the International Journal of Central Banking or any of its members.

ISSN: 1815-4654



International Journal of Central Banking

Board of Directors

Chairman
Tiff Macklem, Bank of Canada

Board Members

Salah Alsavaary, Saudi Central Bank
David E. Altig, Federal Reserve Bank of Atlanta
Sergio Nicoletti Altimari, Banca d’Italia
Roc Armenter, Federal Reserve Bank of Philadelphia
Kartik Athreya, Federal Reserve Bank of Richmond
Jan Marc Berk, The Nederlandsche Bank
Claudio Borio, Bank for International Settlements
Jan Bruha, Czech National Bank
Paul Castillo, Central Reserve Bank of Peru
Lillian Cheung, Hong Kong Monetary Authority
Ken Chikada, Bank of Japan
Laurent Clerc, Bank of France
Paul Conway, Reserve Bank of New Zealand
Jose Gabriel Cuadra Garcia, Bank of Mexico
Francisco G. Dakila Jr., Bangko Sentral ng Pilipinas
Prof. Falko Fecht, Deutsche Bundesbank
Marcus Fum, Monetary Authority of Singapore
Carlos Garriga, Federal Reserve Bank of St. Louis
Joseph Gruber, Federal Reserve Bank of Kansas City
Philipp Hartmann, European Central Bank
Andrew Haughwout, Federal Reserve Bank of New York
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This paper (i) reviews the different channels of transmis-
sion of prudential policy highlighted in the literature and
(ii) provides a quantitative assessment of the impact of Basel
III reforms using several policy-oriented DSGE models. It
shows that the long-term effects on GDP of higher capital
requirements are positive when the associated benefits are
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1. Introduction

In the aftermath of the 2008 global financial crisis (GFC), the
Basel Committee on Banking Supervision (BCBS) developed a set
of reforms—the Basel III Accord—aimed at improving regulation,
supervision, and risk management within the banking sector. By
requiring banks to maintain adequate liquidity ratios and keep cer-
tain levels of reserve capital on hand, Basel III addresses a number
of shortcomings in the pre-crisis regulatory framework. In order to
quantitatively assess the macroeconomic impact of Basel III reforms,
quantitative medium-scale models have been developed, essentially
by central banks and supervisory agencies that have been at the fore-
front in their development and application. Are the effects beneficial
for the economy according to these models?

In this paper, we address this question by first reviewing the
different transmission channels of prudential policy highlighted in
the literature in the last 15 years and detailing how they have been
introduced in dynamic stochastic general equilibrium (DSGE) mod-
els. Second, we provide insights of the effects of Basel III from policy
DSGE models routinely used for policy scenarios by central banks
such as the European Central Bank, the Board of Governors of the
Federal Reserve System, Norges Bank, and the Banque de France. In
particular, our quantitative analysis considers how a change in the
regulatory environment affects the supply of loans, lending spreads,
and ultimately GDP and inflation.

Such considerations were present in the initial development of
Basel III, as discussed in the Basel Committee’s Long-term Eco-
nomic Impact (LEI) report (BCBS 2010) and the Macroeconomic
Assessment Group (MAG 2010) report, as well as BCBS (2012).
However, after a decade it is useful to revisit these issues in order to
take stock of the large number of developments in macroeconomic
models since then, which include a much more detailed description
of the interaction between the financial sector and the rest of the
economy, as well as other potential trade-offs.1 Our analysis also

1It is worth noting, in contrast to our analysis, that the LEI and MAG rely
mostly on real-sector macroeconomic models without a banking sector, and the
transmission of regulation was implemented through a calibration of the trans-
mission of higher regulatory requirements on bank lending rates (i.e., prices)
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contributes to the regular assessment of the Basel III reforms by the
Financial Stability Board (FSB), an international body that moni-
tors and makes recommendations about the global financial system,
and the BCBS.

We first show that a very large number of new models have been
made available since BCBS (2010, 2012), highlighting various trans-
mission channels. Policy models reflect these channels in a consistent
manner, while academic models identify other channels but are not
yet sufficiently operational to allow a quantitative assessment of the
impact of the regulatory changes. Second, model simulations from
five policy models, based on harmonized regulatory scenarios, pro-
vide novel estimates of the impacts of Basel III. Specifically, we
assess the costs associated with the implementation of Basel III,
and highlight potential trade-offs between short-run losses of imple-
menting the reforms in normal times (or when crises are mild) with
long-run gains, in particular when a severe crisis occurs. The vari-
ety of models and jurisdictions on which the macroeconomic impact
of Basel III is assessed helps ensure the robustness of the findings.
Some models do not measure the benefits, but these may be inferred
by difference from the output of the models that assess both costs
and benefits. Evidence on these policy models displayed in Table
1 indicates that the long-run impact of Basel III has the expected
positive sign on GDP, although the effect is not large. However, this
may be associated with a economic slowdown in the transition to
full implementation of Basel III. Whenever the costs and benefits of
regulation are both introduced into models, the effects of Basel III
are generally positive on GDP.

We find that the long-run gross benefits of the Basel III frame-
work for the euro area could be estimated between 0.6 and 1.6 per-
cent of GDP, as measured by the difference between the net benefits
found by the 3D model (Mendicino et al. 2020), 1.2 percent, or
by the model by de Bandt and Chahad (2016), 0.2 percent, and
the cost found by the Gerali et al. (2010) framework, –0.4 percent.
Notice that these estimates are likely underestimated due to non-
linear dynamics of crises that are not well captured by the underlying

assuming a full pass-through of a higher cost of capital. Since then, the acade-
mic literature has investigated the direct impact of higher requirements on loan
supply (in particular, loan quantities). See Birn et al. (2020).
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frameworks. In addition, one needs to emphasize that the results cru-
cially depend on the assumptions regarding the magnitude and the
sensitivity of bank default probability or of the financial crisis prob-
ability to credit growth. For instance, the Markov regime-switching
version of the Central Bank of Norway’s Norwegian Economy Model
(NEMO) (Kockerols, Kravik, and Mimir 2021) indicated that, in the
case of moderate sensitivity of crisis probability and severity to credit
growth, Basel III implementation reduces GDP. However, when the
sensitivity of crisis probability and severity to credit growth almost
doubles, Basel III has positive effects on GDP. This is consistent
with BCBS (2010) and Birn et al. (2020). Expectations regarding
the likely impact of the regulation also play a significant role in the
positive assessment of the impact of Basel III regulations.

While significant advances have been made in the modeling of
solvency requirements, more research is needed assessing liquidity
requirements. Most models concentrate only on the costs of liquid-
ity, and more work is still needed to provide a full assessment of the
costs and benefits—in particular, in terms of lower contagion risk.
Further modeling improvements such as the inclusion of a shadow
banking sector or a more systematic inclusion of non-linear effects
would allow to even better assess the impact of both capital and
liquidity requirements.

This paper is organized as follows. Section 2 presents the relevant
economic channels for the impact of Basel III reforms that are avail-
able in the academic literature. Section 3 discusses the contributions
and limitations of policy models. Section 4 discusses the results of
model-based simulation exercises and compares the outputs of some
of the models surveyed in the previous section and in current use by
regulators. Section 5 concludes.

2. Channels of Prudential Policy

Since the GFC, macroeconomic models have been expanded to
include a more comprehensive financial sector which takes into
account banks’ balance sheet constraints and additional transmis-
sion channels of financial shocks, incorporating the results of models
developed in the banking and finance literature. These macroeco-
nomic transmission mechanisms of financial shocks (and thereby
also prudential regulation) to the real economy have been widely
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discussed in the economic literature and implemented in macroeco-
nomic models. Table 2 sets out these channels and the corresponding
contributions of the literature that are summarized in this section.
In addition to these channels, it should be noted that all DSGE
models are forward-looking models and incorporate a strong role of
expectations, whereby agents converge to the final equilibrium, at a
speed depending on the existence of nominal and real rigidities and
market imperfections.

Policy models or models available in the academic literature are
usually built around a core element that we call “bank capital chan-
nel,” similar to a collateral channel: increase in capital requirements
lead to higher prices of bank capital, leading banks to eventually
reduce loan supply and thereby affect the real economy through this
price externality (Section 2.1). The notion of “bank capital chan-
nel” also appears in the context of monetary policy to denote the
extent to which the central bank affects lending through its impact
on bank equity when there are capital requirements for banks (see
also Van den Heuvel 2006). In Section 2.2 we discuss some other
possible transmission channels through banks’ liquidity, differently
from bank runs discussed in Section 2.3. The integration of the pos-
sibility of bank runs into economic models introduces new trade-offs
for regulation, in particular liquidity regulation. Risk-taking behav-
ior of banks (Section 2.4) or interactions with non-bank financing
(Section 2.5) combined with other elements such as the bank capital
channel are other important building blocks possibly changing the
trade-offs of regulation. Empirical macroeconomic models have also
been developed but are not discussed here (see BCBS 2021 for more
details on these models).

2.1 Bank Capital Channel

Before the 2008 crisis, some models already incorporated a collat-
eral channel for non-financial firms. Two approaches based on dif-
ferent agency problems were generally used. In the first approach,
the costly state-verification problem (Townsend 1979) was intro-
duced. Information asymmetry requires lenders to pay a verifica-
tion cost when borrowers default. Better capitalized borrowers are
less likely to default and thus pay a lower external finance premium
(Carlstrom and Fuerst 1997; Bernanke, Gertler, and Gilchrist 1999).
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ò,
G

am
ba

,
an

d
L
uc

ch
et

ta
(2

01
4)

;
de

B
an

dt
an

d
C

ha
ha

d
(2

01
6)

;
B

oi
ss

ay
an

d
C

ol
la

rd
(2

01
6)

;
H

oe
ro

va
et

al
.
(2

01
8)

;
V

an
de

n
H

eu
ve

l
(2

01
9)

;
B

eg
en

au
(2

02
0)

;
de

B
an

dt
,
L
ec

ar
pe

nt
ie

r,
an

d
P
ou

ve
lle

(2
02

1)
B

an
k

R
un

s
A

ng
el

on
i
an

d
Fa

ia
(2

01
3)

;
G

er
tl

er
an

d
K

iy
ot

ak
i
(2

01
5)

;
M

ill
er

an
d

So
w

er
bu

tt
s

(2
01

8)
;

G
er

tl
er

,
K

iy
ot

ak
i,

an
d

P
re

st
ip

in
o

(2
02

0)
;
K

as
hy

ap
,
T

so
m

oc
os

,
an

d
V

ar
do

ul
ak

is
(2

02
0)

R
is

k-
T
ak

in
g

M
ar

ti
ne

z-
M

ie
ra

an
d

Su
ar

ez
(2

01
4)

;
B

oi
ss

ay
,
C

ol
la

rd
,
an

d
Sm

et
s

(2
01

6)
;
C

ol
la

rd
et

al
.

(2
01

7)
;
M

ar
ti

ne
z-

M
ie

ra
an

d
R

ep
ul

lo
(2

01
7)

;
A

dr
ia

n
an

d
B

oy
ar

ch
en

ko
(2

01
8)

;
Sw

ar
br

ic
k

(2
01

9)
;
C

oi
m

br
a

an
d

R
ey

(2
02

3)
;
A

dr
ia

n
et

al
.
(2

02
0)

In
te

ra
ct

io
ns

w
it

h
N

on
-b

an
k

F
in

an
ci

ng
K

al
e

an
d

M
en

eg
he

tt
i
(2

01
1)

;
F
io

re
an

d
U

hl
ig

(2
01

1,
20

15
);

P
la

nt
in

(2
01

5)
;
G

er
tl

er
,

K
iy

ot
ak

i,
an

d
P

re
st

ip
in

o
(2

01
6)

;
Ji

m
én

ez
et

al
.
(2

01
7)

;
M

ee
ks

et
al

.
(2

01
7)

;
C

ro
uz

et
(2

01
8)

;
Ik

ed
a

(2
01

8)
;
F
èv
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The second approach builds on the human capital assumption of
Hart and Moore (1994). When borrowers cannot pre-commit to work
and have the option to repudiate their debt, the value of capital
pledged as collateral must match the value of the debt. Thus, better
capitalized borrowers can attract more funds to finance their expen-
ditures. Kiyotaki and Moore (1997) find in their seminal paper that
the collateral channel has the potential to amplify business cycle
fluctuations.2 Since agents fail to internalize the feedback mechanism
from collateral price changes, this mechanism can also be viewed as
a price externality.

The bank capital channel exhibits some parallels to the collat-
eral channel for non-financial firms. The core idea is that a cer-
tain amount of bank capital is necessary due to an agency problem
between banks and their creditors (similar to the role of collateral
described above), or directly due to regulatory capital requirements.
Some models combine both approaches by introducing (socially
costly) financial frictions based on an agency problem mitigated
by bank capital requirements. In this case, regulatory bank capital
requirements have both costs and benefits: they impose credit sup-
ply constraints, but mitigate risks and lower inefficiencies associated
with banks’ agency problem.

When the bank capital channel is active, the impact of an adverse
shock to bank capital is accompanied by a drop in bank credit supply.
The exact transmission mechanism depends on the type of friction
considered between banks and their creditors, and on the final use
of bank funding: any fall in bank capital can result directly in higher
funding costs for banks or limit banks’ ability to attract funds (e.g.,
deposits). In both cases, a decline in credit supply affects business
and/or housing investment. Some models also incorporate consumer
loans which directly affect consumption. The bank capital channel
thus generates interactions between the financial and non-financial
sectors: adverse non-financial shocks depress activity and weaken
banks’ balance sheets and credit supply, exacerbating the impact of
the shock on overall economic activity.

2Note that the Kiyotaki and Moore (1997) paper was revisited recently by
Urban (2019), who shows that the linear approximation used in the paper report-
edly led to biased results and the amplification of business cycle shocks was not
quantitatively important after the correct solution method was applied.
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In order to extend the collateral channel to financial intermedi-
aries, the state-verification friction was introduced between banks
and their creditors, in addition to the usual friction between banks
and entrepreneurs. Hence, both banks’ and entrepreneurs’ capital
ratios drive lending spreads (Davis 2010; Hirakata, Sudo, and Ueda
2011). A double moral hazard problem between banks and their
creditors, and between banks and entrepreneurs (Holmstrom and
Tirole 1997) is another friction that was introduced in DSGE mod-
els (Meh and Moran 2010). Banks exert monitoring efforts, which are
costly and unobserved but can incentivize entrepreneurs to behave
optimally. Higher bank capital acts as a monitoring incentive for
banks and determines the amount of funds banks can attract from
their creditors to fund entrepreneurs’ investment. A different moral
hazard problem between banks and creditors arises where banks
hold equity stakes in non-financial corporations and have the option
to divert a fraction of their assets to these corporations (Gertler
and Karadi 2011). Depositors will liquidate the bank to avoid losses
where banks divert assets. Consequently, banks hold sufficient capi-
tal to assure depositors that they do not have an incentive to divert
assets and attract sufficient deposits. In all these models, changes
in banks’ capital affect banks’ credit supply. In the same vein, Clerc
et al. (2015) incorporate optimizing financial intermediaries, which
allocate their scarce net worth together with funds raised from sav-
ing households across two lending activities, mortgage and corporate
lending. For all borrowers (households, firms, and banks), external
financing takes the form of debt which is subject to default risk.
Their three default (3D) model illustrates how the three intercon-
nected net worth channels may cause financial amplification and the
distortions due to deposit insurance.

The introduction of capital requirements directly into models
with the bank capital channel is crucial for measuring the costs
and benefits of capital regulations. Most models capture the costs
of tighter capital requirements as a reduction in credit supply. In
some models, regulatory capital-to-asset ratios directly affect credit
volumes (Clerc et al. 2015). In other models, stricter capital require-
ments are transmitted through higher bank funding costs. For exam-
ple, banks deviating from exogenously given capital requirements
can incur a cost captured by an ad hoc penalty function (Gerali
et al. 2010).



10 International Journal of Central Banking February 2024

Some models also measure the benefits of capital requirements.
There is an incentive for excessive risk-taking by banks where they
are protected by limited liability and consumers are protected by
deposit guarantees. Higher bank capital requirements reduce bank
default rates and the resources lost in the liquidation process. In
addition, in Clerc et al. (2015), higher default probability for banks
increases the required interest rate on uninsured bank debt and
raises the cost of providing loans to the real economy. When the
capital ratio is too low, the probability of bank default is high. Con-
versely, increasing capital from a low level may lower the weighted
average cost of bank funding, as the cost of uninsured bank debt
decreases, implying higher steady-state bank lending and GDP.
Transition effects can also be important. The costs of tighter cap-
ital requirements can be higher in the short run (as banks must
reduce credit supply) while benefits emerge in the long run as banks
accumulate more capital (Mendicino et al. 2020).

The bank capital channel thus opens important interaction with
macroprudential policies, but also with monetary policy. The intro-
duction of nominal rigidities and monetary policy allows the cen-
tral bank to adjust interest rates downwards in the transition phase
towards tighter capital requirements to mitigate any economic slow-
down caused by a drop in credit supply (Mendicino et al. 2018, 2020).
Unconventional monetary policy can also be modeled as central bank
credit intermediation, which interacts with the bank capital channel
(Gertler and Karadi 2011).

Similar price externalities can also play a role where a liquid-
ity trap may occur at the zero lower bound (ZLB) on interest rates
(Korinek and Simsek 2016). Where constrained households delever-
age after a financial shock, decreases in interest rates are needed to
induce unconstrained households to support aggregate demand. If
the interest rate reduction is limited by the ZLB, aggregate demand
is insufficient and the economy enters a liquidity trap. In this envi-
ronment, households’ ex ante leverage and insurance decisions are
subject to such externalities.

Some three-period models with a banking sector rely on a bank
capital channel that can trigger fire sales. They can provide insights
into the effect of liquidity policies alongside capital regulation.
Where banks’ creditors have a preference for liquidity by assumption
(Walther 2016) or where the amount of liquidity is not enough in the
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case of a bank run (Ikeda 2018), the economy is inefficient without
regulation. In these models, both capital and liquidity requirements
play a role to counter these inefficiencies. In a similar framework,
Jeanne and Korinek (2020) investigate how macroprudential policy
should be designed when policymakers also have access to liquidity
provision tools to manage crises.

2.2 Banks’ Liquidity

The second most important channel of transmission of financial
shocks to the real economy concerns banks’ liquidity. Similar to
changes in capital requirements, changes in liquidity requirements
lead to changes in the behavior of banks affecting the real econ-
omy. In some models, a role of liquidity regulation is created by
directly imposing constraints on the maturity of funding sources,
or on the liquidity of assets to avoid bank runs (without explic-
itly modeling bank runs; see Section 2.3). Models in this part of
the literature include De Nicolò, Gamba, and Lucchetta (2014)
in partial equilibrium, or Covas and Driscoll (2014) or de Bandt
and Chahad (2016), in general equilibrium. In the latter model,
liquidity requirements are implemented through multi-period assets
and liabilities. Including households with a preference for liquidity,
which banks can supply through their mix of liquid and illiquid
assets, can allow for an analysis of the interaction between cap-
ital and liquidity policies (Van den Heuvel 2019; Begenau 2020).
Bank capital requirements directly limit the fraction of assets that
can be financed with liquid deposits, while regulation requiring
banks to hold more liquid assets increases the required return on
bank loans and reduces credit as a consequence. These effects have
different implications for the macroeconomic costs of these poli-
cies, measured as the welfare cost to households from reduced
liquidity, and lost investment and production from higher costs of
intermediation.

Hoerova et al. (2018) focus on the costs and benefits of liquidity
regulation. The paper demonstrates the positive role that liquidity
policy can have on reducing the need for lender of last resort inter-
ventions during financial crises. The authors examine the opportu-
nity costs of liquidity policy, providing evidence for the presence of
private costs to banks resulting from requirements that force these
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banks to hold more liquid assets than their own preferences, which
in turn has a negative impact on profitability (see also de Bandt,
Lecarpentier, and Pouvelle 2021). One major finding is that the
opportunity cost of liquidity regulation is small, and smaller than
that of capital regulation.

Finally, the introduction of heterogeneous banks with an inter-
bank market can also create a role for liquidity policy (Boissay
and Collard 2016). In the interbank market, borrowing banks divert
funds that lending banks cannot easily take back, creating an agency
problem. As banks do not fully internalize the effect of their fund-
ing decisions, capital and liquidity regulations can address these
issues. These policies can be reinforcing where capital require-
ments reduce risky lending decisions and liquidity requirements
encourage the purchase of lower risk liquid assets (government
bonds). That said, the latter effect can reduce government bond
yields, increasing demand for deposits and bank leverage (and hence
risk).

2.3 Bank Runs

Reducing the risk of bank runs is a major objective of prudential
policies, which triggers a new channel of transmission. A theoreti-
cal approach suitable for studying crisis phenomena (including bank
runs) is global coordination games of regime change (see Morris and
Shin 2001). Agents take an action (e.g., withdraw deposits from a
bank, or refuse to roll over short-term debt) and their incentive to
act rises with the proportion of agents taking similar actions (strate-
gic complementarity). This innovation in the global game solution
methods has spurred the development of extensions to the classical
bank run model by Diamond and Dybvig (1983) (see, for example,
Goldstein and Pauzner 2005).

An extension to this approach includes the introduction of safe
alternative opportunities for investors to provide deposits that fund
bank lending in a three-period model. Investors receive a private sig-
nal about a bank’s solvency and can decide to withdraw their fund-
ing. In this way, runs are predicated on expectations about a bank’s
solvency. Banks have to offer a risk premium to attract funding,
and more liquid banks have lower premiums. Liquidity regulation



Vol. 20 No. 1 Assessing the Impact of Basel III 13

reduces the probability of a run and can be demonstrated to reduce
the profits of banks to a lesser extent than for other approaches
(Miller and Sowerbutts 2018). Similar approaches have been used
to examine the complementarity between capital and liquidity reg-
ulation (Hoerova et al. 2018; de Bandt, Lecarpentier, and Pouvelle
2021). Another extension of the Diamond and Dybvig framework
is to include endogenous funding, with banks and borrowers sub-
ject to limited liability. Banks monitor borrowers (when profitable)
to ensure that they repay their loans, while depositors may choose
to run based on beliefs about both banks’ monitoring and resources
available for those withdrawing early (Kashyap, Tsomocos, and Var-
doulakis 2020).

In a different strand of the literature, authors have started inves-
tigating infinite-horizon DSGE models combining financial accelera-
tor effects and bank runs. In this approach, the probability of a run
increases with bank leverage. Expansionary shocks increase bank
leverage, bank risk, and the probability of runs. A recession that con-
strains bank lending due to conventional financial accelerator effects
raises the possibility of runs due to the associated weakening of
balance sheets. When banks optimize over a finite (two-period) hori-
zon, regulatory constraints on leverage (in particular, countercyclical
capital requirements) reduce the probability of runs, stabilize the
banking system, and reduce fluctuations of the economy (Angeloni
and Faia 2013). Furthermore, when banks do not take into account
the effect of their leverage on asset fire sales in distressed times,
there is excessive leverage in (no regulation) equilibrium (Gertler and
Kiyotaki 2015). Capital requirements correct this bias and reduce
the probability of runs, although there is a trade-off as tighter cap-
ital requirements also reduce the level of financial intermediation.
Extending this model further to a more conventional macroeconomic
setting including a production sector allows for more quantitative
conclusions (Gertler, Kiyotaki, and Prestipino 2020). Compared to
the more conventional models discussed in Section 2.2, the models
discussed above have the advantage of capturing the highly non-
linear nature of bank runs in case of a financial system collapse:
when bank balance sheets are strong, negative shocks do not push
the financial system to the verge of collapse; when they are weak, a
similar negative shock leads the economy into a crisis in which bank
runs exist in equilibrium.
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2.4 Risk-Taking Channel

The bank-capital, bank-liquidity, and bank-run channels can all
account for the fact that credit is depressed during and following
a financial crisis. However, empirical studies also find that credit is
also often elevated prior to financial crises (Schularick and Taylor
2012), pointing to a causal link between high credit ex ante and the
occurrence of a financial crisis ex post. The literature has thus also
explored how risk can endogenously build up over the course of the
business cycle through a bank risk-taking channel.

The bank risk-taking channel is often built on bank’s limited lia-
bility and deposit insurance. Banks enjoying limited liability do not
fully internalize the risks of their lending activities, and the deposit
insurance implies that banks’ creditors do not require a compensa-
tion for the excessive risk-taking behavior of the bank. Compared
to the social optimum, banks take too much risk, and the finan-
cial sector is too fragile. Macroprudential policies can mitigate these
inefficiencies by ensuring that banks internalize these risks.

Bank risk-taking can take different forms, from extending too
much credit (volume of assets) to overinvesting in risky assets (qual-
ity of assets). In Section 2.1., we already described how banks’ lim-
ited liability and deposit insurance affect their credit volumes and
how macroprudential policies can mitigate their risk-taking incen-
tives. In this section, we complement this discussion by focusing
on the endogenous buildup of vulnerabilities and on the risk-taking
channel operating through the quality of bank assets.

Martinez-Miera and Suarez (2014) develop a DSGE model where
banks can invest in safe and risky assets. Risky assets are exposed to
a systemic shock affecting all these assets at the same time. When
the systemic risk materializes, the equity of banks investing in risky
assets is destroyed, credit supply contracts, and investment falls. In
their framework, risky assets have a lower expected return on aver-
age than safe assets. Investment in the risky asset is thus socially
inefficient. However, they offer a higher return when the economy is
in the boom phase of the business cycle. Banks thus have an incen-
tive to invest in risky assets, as they benefit from higher returns
when the systemic shock does not materialize and are protected by
limited liability when it does. When making their investment deci-
sions, banks trade off the extra yield offered by risky assets with the
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potential loss of equity. In tranquil times, bank equity becomes abun-
dant, its value declines, and banks’ incentive to take risks increases.
As a consequence, systemic risk-taking peaks after long duration of
normal times.

Regarding the impact of regulation, higher capital ratios
(i) discourage investing in the bad asset, i.e., reduce the propor-
tion of resources going into inefficient systemic investments, and
(ii) increase the demand for scarce bank capital in each state of
the economy, reinforcing bankers’ dynamic incentives to guarantee
that their wealth (invested in bank capital) survives if a systemic
shock occurs.

Collard et al. (2017) introduce a similar framework—where banks
can invest in safe or risky assets—into a standard New Keynesian
DSGE model to study the interaction between monetary and pru-
dential policies. They show that macroprudential policy is effective
at mitigating bank risk-taking behaviors on the quantity and qual-
ity of credit. In contrast, monetary policy only directly affects credit
volumes, because the policy rate determines the cost of funding of
both safe and risky assets.

A series of recent papers have also used “savings glut” (as pro-
posed by Bernanke 2005) to model financial crisis. As a boom pro-
gresses, investors (or savers) accumulate savings, coming from higher
incomes and a desire to smooth consumption. These extra savings
cause a savings glut, lowering interest rates and spreads. These lower
rates, in turn, induce more risky lending such that a financial crisis
becomes more likely. There is additional feedback because the risks
of financial instability created by a savings glut further increase the
incentive to save and to bid up asset prices.

Several frictions have been used to model the relation between
saving gluts and financial crisis. They explain the endogenous
buildup of risk associated with a decline in interest rates and gener-
ate boom-and-bust dynamics. They show that a banking crisis can
be caused by exceptionally large shocks, or by small negative shocks
at the end of a boom cycle. The bust is always associated with a
credit crunch, stemming for example from bank failure, interbank
market freeze, or credit rationing.

In a first set of papers, the savings glut that develops during
certain booms feeds bank risk-taking behavior and culminates in
bank failures. Martinez-Miera and Repullo (2017) consider banks’



16 International Journal of Central Banking February 2024

investment in costly monitoring of loan quality. Banks optimally
choose to monitor less in boom periods since monitoring is costly
and profit is lower due to lower lending spreads, just as borrow-
ers become riskier and crises (endogenously) more likely. A similar
mechanism that is also active, mentioned already in the context of
the liquidity channel, is that banks relax credit standards during a
boom. Coimbra and Rey (2023) assume that intermediaries differ
with respect to risk tolerance (expressed as different value-at-risk
constraints). When interest rates are sufficiently low, further drops
in the interest rate disproportionately benefit highly leveraged inter-
mediaries, driving out of the market the more prudent ones. Assets
then concentrate in a few large and risk-tolerant institutions, which
increases financial market fragility. Similarly, Adrian et al. (2020)
find that lower interest rates shift conditional output risk via further
risk-taking.

In a second set of papers, the intensity of the moral hazard and/or
adverse problems worsen during savings gluts, potentially causing
freezes in the interbank market or credit rationing for the ultimate
borrower. Boissay, Collard, and Smets (2016) introduce moral haz-
ard and asymmetric information on the interbank market with banks
that differ with respect to their intermediation skills. In a frictionless
interbank market, less efficient banks raise deposits and lend their
proceeds to the banks that are more efficient in intermediating funds
to firms. The late-cycle savings glut reduces interbank interest rates,
exacerbates the moral hazard problem, and leads to a freeze of the
interbank market. The interbank market freeze forces less efficient
banks to lend directly to firms (instead of delegating the task to the
most efficient banks) and leads to a drop in credit. Swarbrick (2019)
models asymmetric information on credit risk between firms (which
know the risk) and banks (which do not), leading to adverse selec-
tion and credit rationing. During a savings glut, the risk of default
increases to the point where banks decide not to lend all available
funds and restrict credit to safe firms.

2.5 Interactions with Non-bank Financing

While our discussion so far has focused on banks, the financial sector
is a complex system where banks, non-bank financial intermediaries
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(NBFI), and the bond market interact and provide different sources
of external funds to borrowers. The ability to include NBFI and
direct bond issuances are important modeling features that increase
the relevance of macroeconomic models used in policy analysis for
economies that rely comparatively less on banking finance.

A number of recent papers try to explicitly include NBFI that are
unregulated (or lightly regulated) and not covered by deposit insur-
ance. In these papers, changes in capital requirements (or shocks on
regulated banks’ capital) lead to substitution effects between regu-
lated bank and NBFI loans. In a quantitative general equilibrium
(real business cycle type) setting, increasing capital requirements
forces regulated banks to find more expensive equity funding, lead-
ing to an expansion of the NBFI sector as it becomes relatively
more profitable (Begenau and Landvoigt 2022). A further insight
from this class of model is that the broader effect of higher capital
requirements in the regulated banking sector on non-financial sec-
tor borrowing may be ambiguous, as reduced leverage (and capac-
ity for lending) at regulated banks is absorbed by higher leverage
(and lending) at NBFI (Durdu and Zhong 2023). In a more stylized
model built on similar assumptions, tighter leverage restrictions also
improve the resilience of regulated banks but lead to increased lever-
age (and, as a result, higher default probability) by NBFI (Ikeda
2018).

The literature also offers insights on the modeling of other
NBFI characteristics. NBFI tend to finance their assets with short-
term wholesale funds (e.g., Gertler, Kiyotaki, and Prestipino 2016)
and have special securitization skills: they issue tradable securities
backed with (bank) loans (e.g., Meeks, Nelson, and Alessandri 2017).
In such setting, NBFI can be the source of financial shocks that
propagate to banks and the macroeconomy. NBFI can also amplify
the effect of aggregate shocks leading to a synchronized increase in
economic activity and credit demand, because they help to alleviate
the constraints faced by regulated banks (Fève, Moura, and Pierrard
2019).

Other papers focused on borrowers’ (mostly entrepreneurs)
choice between bonds and bank loans. Bond finance is cheap,
but banks can mitigate information asymmetry problems through
screening and monitoring and have special restructuring skills. In
De Fiore and Uhlig (2011, 2015), firms can pay a cost to share
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some information on their productivity with the bank. Firms with
an intermediate level of productivity find it optimal to pay the infor-
mation cost and opt for bank loans. The most productive firms
are financed with bonds, while the least productive abstain from
raising funds. When bank loans can be restructured in times of
financial distress (thus avoiding inefficient liquidation of potentially
viable firms), riskier firms opt for a mix between bonds and bank
loans, while safer firms exclusively rely on the bond market (Crouzet
2018). In this type of model, bonds are substitutes for bank loans.
Bond issuance can mitigate the impact of bank credit supply shocks.
These models are, however, silent on the effect of a change in capital
requirements.

It is also well-known that larger firms are more likely to have
access to the bond market (for empirical evidence, see Kale and
Meneghetti 2011 and the references therein). de Bandt and Chahad
(2016) introduce small and large non-financial corporations when
studying the impact of prudential regulations in a policy model.
While small firms exclusively rely on bank loans, large firms are
financed with a mix of bond and bank loans, which also generates
substitution effects between bank and bank loans for the latter.

Martinez-Miera and Repullo (2019) extends this discussion to
the choice between bonds, bank loans, and NBFI loans. They build a
stylized model where financial intermediaries screening is costly and
unobserved but mitigates entrepreneurs default risks. They find that
low-risk entrepreneurs borrow from the market. Intermediate and
high-risk entrepreneurs borrow from intermediaries. Their choice
between bank and NBFI loans depends on the design of prudential
regulations. When capital requirements are risk based, intermediate-
risk entrepreneurs opt for bank loans while high-risk borrowers are
financed by NBFI. Similarly to the aforementioned literature (as
well as Plantin 2015), a tightening of capital requirements in the
banking sector may lead to substitution effects (see empirical evi-
dence in Jiménez et al. 2017, Irani et al. 2021). As a consequence,
the optimal capital ratio may be lower compared to a situation with-
out a shadow banking sector (or financial market). But at the same
time, the overall financial system is riskier, due to the existence of
an unregulated shadow banking sector. The overall macroeconomic
effect of a larger shadow banking sector is still an area for additional
research.
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3. Contributions and Limitations of Policy Models

We now discuss how policy models used by central banks and super-
visory authorities incorporate the channels presented in Section 2
and what are their limitations. In particular, we highlight similar-
ities and differences between models developed in a representative
set of jurisdictions: (i) the euro area (3D model by Clerc et al. 2015,
complemented by a monetary policy channel, as described by Men-
dicino et al. 2020; model by de Bandt and Chahad 2016; and a
modified version of Gerali et al. 2010, as described by Bennani et al.
2017), (ii) the United States (3D model by Clerc et al. 2015, with
a country-specific calibration used by the Board of Governors) and
(iii) Norway (Norges Bank, regime-switching version of NEMO; see
Kockerols, Kravik, and Mimir 2021). We also consider models devel-
oped in other policy institutions. Darracq-Pariès et al. (2022) carry
out a similar exercise but only focusing on models at the Euro-
pean Central Bank. We then investigate their performance in light
of results highlighted in academic papers. Papers under review in
the section are displayed in Table 3.

3.1 Contributions of Policy Models

Policy models are operational macroeconomic models used for pol-
icy simulations. They implement in a consistent fashion some of
the characteristics of academic models and bring them to the data.
Policy models share the following features. First, the models are
estimated or calibrated to get a reasonable level of plausibility. This
implies in particular that they are cast in a national accounting
framework, at a quarterly frequency. They are well adapted to mirror
actual economic data and trends. One should not, however, under-
estimate the challenges in estimating and calibrating these models
in the context of setting initial steady-state banks’ probability of
default (BCBS 2021, Annex 1) or financial crisis probability (BCBS
2021, Annex 6). Although the default probability is endogenous in
these models and the elasticity of the default probability depends
on structural factors, the initial value of default probability mat-
ters. Moreover, in some of these models, financial crisis probability
depends on credit growth that is endogenous, but the sensitivity
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of crisis probability to credit growth is estimated based on single-
country or cross-country data outside the model.

Second, the models include a quite high level of details, allow-
ing a measurement of actual policy which is clearly not the case
in more stylized models. For example, the 3D model includes two
types of assets, and two types of liabilities, even if they are one-
period debt. In the model by De Nicolò, Gamba, and Lucchetta
(2014) banks may invest and issue one-period bonds, besides col-
lecting deposits and granting loans. In the model by de Bandt and
Chahad (2016), assets and liabilities are defined for more than one
period, allowing a quite accurate modeling of liquidity requirements.
In the Central Bank of Norway’s model, NEMO, banks extend credit
to both households and non-financial firms and finance themselves
using household deposits and foreign debt. Household debt is long
term, which reflects the long-term nature of mortgage debt.

Third, they integrate many of the channels presented in Section
2, in contrast to stylized academic models that often concentrate on
a particular channel of transmission. To be more specific:

• The bank capital channel is present in all policy models, as sol-
vency is a central tool of banking regulation. A key benefit of
increasing capital in the 3D model—as well as for Kockerols,
Kravik, and Mimir (2021) for Norway—is the expected reduc-
tion in the probability of bank failure. It also induces a reduc-
tion of bank runs for the de Bandt and Chahad (2016) model.
The models reviewed by Darracq-Pariès et al. (2022) also
include a strong link between bank capital and credit supply.
Bank default appears a key factor affecting the response of
the economy to higher capital requirements in the medium to
long term. In 3D, fewer bank failures imply lower bank failure
costs—both public and private. The public costs of deposit
insurance and the bailing out (or resolution) of failing banks
are ultimately borne (for simplicity) by all households because
they are taxpayers. Other deadweight costs also affect house-
holds’ consumption. The private costs are captured by the
spread banks are forced to pay over the risk-free rate in order
to attract debt funding. Some bank debt is uninsured and
its interest rate decreases when banks are safer because debt
holders no longer need to be compensated for the potential
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losses. When banks are competitive, as in the 3D model, this
cost reduction will be passed on to borrowers (ceteris paribus),
stimulating economic activity. When they are facing monopo-
listic competition, like in NEMO, the pass-through is smaller
in the short run but is ultimately passed on to borrowers. Nev-
ertheless, when there is an occasional financial crisis, lending
spreads in NEMO become higher during crisis episodes due
to asymmetrically large credit supply shocks. In this case, a
benefit of reducing the crisis probability (by raising capital
requirements) is to have lending spreads that are lower in crisis
times, at the cost of being higher in normal times.3 An effect
that pushes in the opposite direction, and that is a key cost
of increasing capital requirements, arises when the required
rate of return on equity is higher than the cost of debt (which
is usually the case and assumed in the 3D model, in NEMO,
and in many other macrofinancial models). The higher return
on equity means that higher capital requirements adversely
affect banks’ profits, which increase the spread of lending rates
over deposit rates in order to achieve higher profitability and
attract equity investors.

• Liquidity and bank runs are introduced in de Bandt and
Chahad (2016), while the liquidity channel is also introduced
in the De Nicolò, Gamba, and Lucchetta (2014) partial equi-
librium model, and the Covas and Driscoll (2014) DSGE
model. In the latter model, general equilibrium effects matter;
notably, the increase in loan spreads following a tightening of
regulation softens the initial negative effects on loan supply.
But the consideration of both capital and liquidity constraints
is not very frequent in the academic literature, and also not
prevalent in many policy models. Impacts on bank runs are
rarely introduced, except for de Bandt and Chahad (2016).
For instance, for De Nicolò, Gamba, and Lucchetta (2014),
liquidity requirements reduce banks’ liquidity transformation

3Tighter solvency regulation in NEMO reduces the probability of occurrence
of crisis periods characterized by a large increase in lending spreads, hence par-
tially reducing the increase in the ergodic mean of lending spreads over the whole
business cycle, because higher capital requirements slow down household credit
growth upon which the crisis probability depends.
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activity, hence lending activity, without consideration of long-
run effects on financial stability.

• Financial crisis into policy models is introduced through a
regime-switching DSGE model, as in Kockerols, Kravik, and
Mimir (2021) (as implemented in Norges Bank’s main macro-
economic model, NEMO).4 This type of policy model allows
one to flexibly incorporate different types of non-linearities
into large-scale quantitative macro models such as financial
crises by combining typical business cycle fluctuations (normal
times regime) with crises dynamics (crisis times regime). The
evolution of crisis is then calibrated to replicate the dynamics
of many macroeconomic and financial variables during actual
crisis episodes or those under macroprudential stress-testing
scenarios used at central banks. Moreover, the transition from
normal times to crisis times depends on endogenous regime-
switching probabilities that link credit growth (or leverage) to
crisis probability. Crisis probability and severity endogenously
fluctuate based on the evolution of credit growth in the model.

• The risk-taking channel is introduced in the 3D model through
limited liability (see Section 2.4.).

Note, however, that some academic models also include multiple
channels through interaction between capital and liquidity require-
ments. This is the case of the Adrian and Boyarchenko (2018)
continuous-time model, which looks at the interaction between
liquidity and solvency requirements, and concludes that liquid-
ity requirements reduce systemic risk without impairing consump-
tion growth. This is also the case of the Begenau (2020) model,
which includes deposits in households’ utility functions. Deposits are
cheaper compared to equities, because they offer a convenience yield.
Higher equity requirements reduce bank deposits. This is welfare
decreasing for households that derive utility from deposits. However,
it also decreases the deposit rate (since the marginal convenience
yield increases), which lowers banks’ financing costs. Higher equity

4The Markov regime-switching version of NEMO is solved using the Rational-
ity In Switching Environments (RISE) toolbox developed by Junior Maih. RISE
is an object-oriented MATLAB toolbox for solving and estimating non-linear
regime-switching DSGE models. The toolbox is freely available for downloading
at https://github.com/jmaih/RISE toolbox.

https://github.com/jmaih/RISE_toolbox
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requirements also increase banks’ incentive to monitor projects, as
shareholders have more “skin in the game.” This lowers banks’ risk
and raises their average returns, leading to more credit provision.
Overinvestment in low-quality projects decreases. This reduces the
volatility of output and consumption and boosts their average lev-
els. Benefits from higher and smoother consumption outweigh the
costs of lower deposits. The “deposit rate” channel complements the
traditional bank capital channel.

3.2 Limitations of Policy Models

Policy models face, however, some limitations.5 First, one criticism
of operational models is that they fail to adequately capture observed
economic outcomes during crisis periods. Linearized solutions to
DSGE models around a steady state disregard underlying non-linear
dynamics. While some models explicitly allow for the presence of
occasionally binding constraints on bank capital, the simulations
are performed assuming that these constraints are always binding.
So by assumption there is no financial crisis in the latter models, as
only the normal business cycle fluctuations are modeled. As a conse-
quence, these models drift back towards a steady state more quickly
than real economic data demonstrate. Bank capital constraints may
be binding during crises but not in normal times.

The non-linear financial crisis dynamics integrated into
Kockerols, Kravik, and Mimir (2021) are not fully microfounded.
The evolution of crisis dynamics are determined using regime-
switching structural model parameters and asymmetrically large
shocks. Furthermore, in some of these models, the negative external-
ities that are driven by crisis probability and severity are estimated
empirically outside the model. In particular, the sensitivity of crisis
probability and severity to credit growth is calibrated to match the
empirical estimates of crisis probability and severity from logit-type
regressions and local projection models, respectively.

In contrast, several academic papers explicitly introduce non-
linear dynamics as discussed in Dou et al. (2021), although they
remain stylized. They analyze the full non-linear dynamics lead-
ing to uncertainty over the persistence of a crisis. In the paper by

5See also BCBS (2012).
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Brunnermeier and Sannikov (2014) greater instability is generated
once the economy moves sufficiently away from the steady state
(crisis times), as equity capital is increasingly misallocated due to
the uncertainty, leading to underinvestment and distorted household
consumption decisions. Similarly, in He and Krishnamurthy (2019)
where the amount of equity raised by an intermediary depends on
uncertain equity returns subject to shocks, a negative shock when
intermediaries are relatively unconstrained (“normal” times) trig-
gers only a small decline in equity, asset prices, and investment.
However, when these equity constraints are binding or likely to
be binding in the near future (“crisis” times), a negative funding
shock triggers a more substantial decline. In addition, Jondeau and
Sahuc (2022) show that non-linearities (fire sales and bank default)
in a DSGE model with two types of banks play a fundamental role
in the development of a crisis. Occasionally binding constraints on
bank debt (as opposed to bank capital) can generate similar non-
linear dynamics and outcomes. Under normal circumstances, banks
rely on debt finance whereas under financial stress borrowing con-
straints can bind and banks must eventually raise additional equity
finance at a higher cost. This results in occasional episodes with
sharp increases in spreads and deeper downturns, helping explain
observed macroeconomic asymmetries such as negatively skewed
aggregate investment (Holden, Levine, and Swarbrick 2020).

Recently, models including a bank capital channel with occa-
sionally binding constraints were used to analyze the effectiveness
of prudential policy. Pre-crisis capital requirements in the United
States were found to be close to optimal in terms of the aggre-
gate welfare of savers and borrowers where default and occasionally
binding borrowing constraints in both the non-financial and finan-
cial sectors are present (Elenev, Landvoigt, and Van Nieuwerburgh
2021). Capital buffers are found to be more effective in restrict-
ing bank equity payouts, rather than bank lending over financial
cycles, in examining the implementation of the capital conserva-
tion buffer and the countercyclical capital buffer (Schroth 2021).
Although these models resolve the limitation of many DSGE mod-
els concerning the inclusion of non-linear effects, other elements and
frictions are not present in these models (e.g., liquidity requirements,
nominal frictions), limiting their potential usefulness for policy
analysis.
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It is also rather clear that, while long-run dynamics are sat-
isfactory, modeling the nexus between real and the financial sec-
tor in these models requires further advances to capture the non-
linearities associated with large adverse shocks such as financial
crises. Using standard grid-based global solutions is challenging
due to the curse of dimensionality. However, new techniques using
insights from machine learning appear to be a promising way to
handle non-linearities also in larger models. This is an important
priority for future work.

Furthermore, financial crises are rare events, but when they occur
they tend to be associated with heavy losses for banks. Failure to
take into account non-linearities, and more particularly tail events,
will thus lead to underestimation of the effects of financial crises.
For instance, by studying the impact of cyclical systemic risk on
future bank profitability for a large representative panel of EU banks
between 2005 and 2017, Lang and Forletta (2020) show that the
impact of cyclical systemic risk on the left tail of the distribution
of future bank returns is an order of magnitude larger than on the
median. In addition, Suarez (2022) explains that using wrong esti-
mates of the (non-linear) causal effects of risk and policy variables
on the relevant moments (mean and growth-at-risk) of the growth
distribution could produce misguided macroprudential policy advice.

A second limitation is related to the level of details present in
the models. Bank capital is modeled in a simple fashion. There is
only one type of capital, which is accumulated only through retained
earnings and, in most cases, there is no distinction between regula-
tory and voluntary capital buffers. In addition, most policy models
are based on a representative bank (or a continuum of identical
banks), while heterogenous agent models are currently being devel-
oped, with heterogeneous agent New Keynesian (HANK) type mod-
els. Note, however, that the 3D and Gerali et al. (2010) models
already include two types of households, with patient and impatient
households. Patient households are savers who buy housing without
a need for financing, while impatient households borrow from banks
using their holdings of housing as collateral. With these features,
these policy models allow for some degree of heterogeneity, even
though they do not feature the rich heterogeneity in the HANK
models. In addition, an interesting extension to the representative
bank model is the heterogeneous bank framework, such as Badarau
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and Levieuge (2011), Corbae and D’Erasmo (2019), or Coimbra and
Rey (2023). A growing literature quantitatively investigates the dis-
tribution of bank balance sheet items depending on their size and
portfolio composition and its interactions with solvency regulation.

Third and finally, most policy models do not include non-bank
financial sector, so that, as discussed in Section 2, leakages would
not be captured. Note, however, that some policy models reviewed
by Darracq-Pariès et al. (2022) indicate that the existence of non-
bank funding sources can help dampen the effect of the short-term
tightening of loan supply in response to capital requirements.

4. Model-Based Quantitative Illustrations

This section provides the building blocks for future regulation assess-
ments by illustrating the performance of selected policy DSGE mod-
els (e.g., the type of response they provide, distinguishing between
benefits and costs) in identifying the macroeconomic impact of Basel
III reforms. Specifically, we use five of the models discussed in
Section 3: (i) the 3D model by Clerc et al. (2015); (ii) the 3D
model complemented by a monetary policy channel, as described by
Mendicino et al. (2020); (iii) the model by de Bandt and Chahad
(2016); (iv) a modified version of Gerali et al. (2010), as described by
Bennani et al. (2017); and (v) a regime-switching version of Norwe-
gian Economy Model, NEMO, as described by Kockerols, Kravik,
and Mimir (2021).

The calibration of these models is based on the most recent data,
in order to capture the current state of the economy and to be able
to perform simulations applied to the current context. In the calibra-
tion procedure, we thus assume that most of the Basel III regulatory
agenda has been implemented, which is true to a large extent, and set
out deep structural parameters to match the means and variances of
our data in the recent period. With this calibration of deep structural
parameters at hand, we can perform various types of experiments
by adjusting the values of our “Basel III parameters.”

To study the macroeconomic impact of Basel III reforms, we
implement several scenarios, which consider solvency and liquidity
regulations. First, we increase capital requirements to capture the
increase in the quantity and quality of capital requirements that
the Basel III reform imposed. In a second scenario, we also consider
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the fact that Basel III imposed an increase in liquidity requirements.
In each case, we analyze the impact of Basel III on long-run equi-
librium values of important macroeconomic variables, and study the
transition to the new regime, from Basel II to Basel III.

In addition, our analysis allows us to distinguish between the
costs and benefits of solvency and liquidity regulations, as shown
in Tables 4 and 5. The implementation of the 3D model with dif-
ferent calibrations on simulations for the euro area, as well as for
the United States, permits an assessment of the contribution of
country/area idiosyncrasies. In contrast, the Norges Bank’s model
offers a different modeling perspective. All in all, Basel III appears
to have the effects anticipated, in terms of positive effects on GDP
and financial stability (and the exercise offers a useful quantifica-
tion of these effects), although its contribution to real macroeco-
nomic outcomes appears to be small. In particular, we find that
(i) the calibration/measurement of the bank default probability (or
financial crisis probability) and its evolution play a crucial role in
the assessment and (ii) the expectation channel plays an important
role, conditioning the transition path associated with the reforms: if
economic agents anticipate that the reforms will effectively reduce
the probability of bank failure or the probability of a run, this
triggers, beyond the initial supply shock, a positive demand effect
on GDP.

4.1 Solvency Scenario

The Basel III reforms increased banks’ minimum capital ratio from
4 percent to 6.5 percent. However, there was a recognition that some
hybrid forms of capital did not effectively absorb losses in the cri-
sis. Hence Basel III also increased the share of banks’ capital which
comes from loss-bearing common equity tier 1 (CET1) capital. In
this sense, the reforms increased not only the quantity of capital but
also its quality due to its greater ability to absorb losses. The models
we use do not have such a high degree of granularity. They include
risk weights, but there is only one type of bank capital. However,
this does not necessarily prevent us from analyzing fully the impact
of Basel III regulation that includes requirements in terms of both
quality and quantity of capital.
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To make a quantitative assessment, we can think of the lower
effectiveness of hybrid instruments in absorbing losses as represent-
ing a lower effective capital ratio. This is the reason why we imple-
ment solvency regulation in terms of two quanta of additional cap-
ital requirements: 2.5 and 5 percentage point increases which take
place gradually over 20 quarters. The 5 percentage point scenario is
broadly in line with the actual implementation of Basel III when the
quality of capital is included and under the assumption that hybrid
instruments were completely ineffective at absorbing losses. The 2.5
percentage point scenario corresponds to the view that quality was
not important because the original buffers were effective. We do not
take a stance on which of the above extreme assumptions represents
the truth, but they do encompass the range of possibilities. Possi-
ble non-linearities may lead to responses that are not proportional,
hence the need to consider both scenarios explicitly.

The Basel III policy is implemented in the following way in the
models. We calibrate the models to data in 2016, i.e., focusing on a
time when the transition to the new policy regime is over. We match
banks’ capital ratios, their probability of failure (for those models
where this variable is meaningful) as well as other macro and finan-
cial variables. We then perform a counterfactual experiment: we ask
the question of how the economy and the financial system would
have looked if bank minimum capital ratios had not risen 2.5 per-
cent (or 5 percent) as a result of the Basel III reforms. We measure
the impact of Basel III by looking at some simple magnitudes that
are usually associated with the benefits and costs of regulation. Table
4 exhibits the results for each jurisdiction. Negative numbers indi-
cate that a variable has declined as a result of Basel III (e.g., bank
default probability).

Table 4 suggests that Basel III has been a successful policy. There
are some differences across models which can be traced back to differ-
ences in the scope of the assessment and in the transmission channels
of regulation. But in most models, which include both the costs and
benefits of regulation, the long-run effects of Basel III are positive on
GDP. This is the case for the 3D model applied to the euro area and
the United States, as well as the model by de Bandt and Chahad
(2016) applied to the euro area.

The versions of the 3D model employed by the ECB and the
Board of Governors exhibit a positive effect of Basel III on GDP
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in the long run (1.19 percent in the euro area, 0.87 percent in the
United States), associated with a slowdown in the short run. Table 4
shows that the implementation of higher capital requirements leads
to a significant reduction in the probability of bank failure (−7.5
percentage points in the euro area and −9.21 percentage points in
the United States). Lending spreads increase in all countries. It is
worth investigating further the channels that drive these results. The
3D model places banks and their solvency at the heart of the model.
All credit (to firms and households) is bank intermediated and the
state of bank balance sheets matters greatly for the cost of funds
for final borrowers. Since banks are competitive in the model, loan
interest rates reflect the weighted average of the cost of equity and
the real cost of bank debt (including insured and uninsured debt
liabilities) where the weight on equity is the bank’s capital ratio.
This suggests that changing capital requirements affect the supply
of loans through two main channels.

First of all, a key cost of higher capital ratios arises due to the
assumption that the risk-adjusted expected return on equity (i.e.,
the cost of equity) is higher than that on short-term deposits due
to limited participation in the equity market. So a bank that funds
itself more with equity has a higher weighted average cost of funds.
The model also assumes that the required returns on equity do not
change as banks’ capital ratios increase. In other words, we do not
have the so-called Modigliani-Miller offset. These assumptions are in
line with the approach in much of the literature (Birn et al. 2020).
The assumptions are driven by the difficulty of macroeconomic mod-
els to match risk premia in financial markets (the so-called equity
premium puzzle). In addition, judging from the fact that market-
to-book ratios in banking stocks have significantly declined since
2007, it is difficult to believe that banks nowadays face a lower cost
of issuing equity compared to the pre-crisis period. However, the
impact of assuming costly equity on banks’ overall weighted aver-
age cost of funds is quantitatively small: with an 8 percent equity
premium, a 1 percentage point change in the capital ratio would
increase the weighted average cost of funds by 8 basis points. Never-
theless, assuming a lower cost of equity or a Modigliani-Miller offset
would reduce the costs of capital measures further.

Second, and going in the opposite direction, a higher capital ratio
reduces the weighted average private cost of funds due to its effect
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on the cost of uninsured debt. In the 3D model, market discipline
from the uninsured debt market is assumed to be weak due to the
opacity of bank balance sheets. Strict capital regulation together
with effective supervision is therefore a key mechanism, which reas-
sures uninsured debt investors that banks are safe. As regulation
limits the scope for bank risk-taking and moral hazard, interest rate
on bank debt falls, exerting an expansionary effect on credit supply.
This effect is strong when the probability of failure of banks is rela-
tively high, and it can dominate the contractionary effect of shifting
the composition of liabilities towards costlier equity. This explains
why the 3D model for the euro area and United States produces an
increase in lending and GDP. Given the estimated risks faced by
banks, the models imply that the banking system would have been
in a very weak state if pre-crisis capital ratios had persisted to the
present. This would have affected its ability to supply credit to the
real economy with negative effects on real economic activity. Making
banks safe is therefore not a cost to the economy but a precondition
for a well-functioning credit market.

Finally, some of the costs of financial instability are met by tax-
payers who provide implicit or explicit safety net guarantees to bank
debt or deposit holders. Higher capital ratios reduce also these pub-
lic costs: this is reported in Table 4 in the column named “Bank
Bailout Costs as a % of GDP.” All of the above private and social
benefits of capital regulation are quantitatively very large in the 3D
model calibrated to the euro area and the United States.

There are two other models calibrated to the euro area in Table
4. First, the model of de Bandt and Chahad (2016) also shows a
positive effect on GDP, although the magnitude is smaller. It is
both interesting and instructive to think through the mechanisms in
the de Bandt and Chahad (2016) framework and why the benefits
appear to be smaller. The model features banks which face random
exogenous withdrawals in the spirit of Angeloni and Faia (2013). If
the liquidation value of the bank’s assets is smaller than the value
of demand deposits, there exists a self-fulfilling “run equilibrium” in
the spirit of Diamond and Dybvig (1983). The run can be prevented
by either choosing to fund with equity which cannot be withdrawn or
by investing in a large amount of liquid assets which do not incur liq-
uidation costs. Hence the probability of crisis depends on the bank’s
capital ratio as well as its holdings of liquid assets (this is the aim
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of the liquidity coverage ratio). What the results in Table 4 show
is that the capital ratio has a positive but relatively small effect on
the probability of a run on the bank. Indeed, this is intuitive. If the
illiquid assets lead to large losses in a run and loan fire-sale scenario,
the bank needs extremely large capital buffers in order to survive.
A relatively small capital increase like the one we consider helps
to some extent but cannot completely remove the inherent fragility
of the fractional reserve banking system. This is why Basel III also
introduced liquidity requirements which increase the ability of banks
to meet withdrawals without having to liquidate illiquid assets at a
loss. In subsequent analysis (see Table 5 in Section 4.2) we will use
the de Bandt and Chahad (2016) model to show that both capital
and liquidity regulation have an important role to play in making
banks safer from runs.

Second, the regime-switching version of Norges Bank’s main
DSGE model (NEMO), is simulated with two different sets of
assumptions on the link between household credit growth and finan-
cial crises. In the case of moderate sensitivity of crisis probability
and severity to five-year real household credit growth, Basel III has
a small negative effect on GDP although it reduces both the cri-
sis probability and the severity. The small negative overall effect
on GDP occurs because the reduction in real economic activity in
normal times slightly outweighs the gain from the reduction in the
probability of financial crisis. In this scenario, costs and benefits of
Basel III seem finely balanced. However, when the sensitivity of both
probability and severity to credit growth is doubled, Basel III has
large positive effects on GDP and its net benefits become substan-
tial. In particular, the negative impact on GDP turns into a positive
effect as higher requirements help reduce the probability and the
severity of a deeper financial crisis (about 10 percent reduction in
output during the crisis). In the latter case, the ergodic mean of
GDP increases by 2.1 percent in the long run under the higher cap-
ital requirements of the Basel III regime. In terms of mechanisms
in this framework, the costs of financial regulation are linked to the
excess cost of equity relative to debt. Similarly to the 3D model, a
higher capital ratio increases the weighted average cost of capital
for banks in normal times, hence reducing economic activity since
banks need to accumulate larger net worth by charging higher lend-
ing rates. The benefits of higher capital requirements arise because
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of a reduced frequency and severity of financial crises. When a
crisis occurs, the economy switches from a normal times regime
to a crisis regime where macroeconomic and financial shocks are
asymmetrically large (having higher volatility) and some structural
model parameters regarding housing and banking sectors switch.6

This leads to amplified adverse financial accelerator effects leading
to private sector deleveraging with substantial negative effects on
economic activity.

All in all, the results of the models crucially depend on the
assumptions regarding the magnitude and the sensitivity of the bank
default probability (euro area and United States) or financial crisis
probability (Norway) to underlying features of the banking sector.
This is consistent with the LEI study (BCBS 2010) and Birn et al.
(2020).

In additional exercises, we also assess the opportunity costs
related to the implementation of Basel III without separate con-
sideration of benefits. The Gerali et al. (2010) framework for the
euro area (“cost approach”), which only identifies the cost of imple-
mentation of the regulation, yields a negative effect on GDP, but
this result is an obvious consequence of not modeling the benefits
of regulation. The long-run net benefits of the Basel III framework
could be estimated by comparing the steady-state increase in GDP
in the euro-area 3D model (1.2 percent) or in the model by de Bandt
and Chahad (2016) (0.2 percent), with the decrease in GDP for the
euro area according to the Gerali et al. (2010) model (GDP growth
down by 0.4 percent). This yields a long-run net benefit between 0.6
and 1.6 percent of GDP in the euro area.

Finally we investigate the transition dynamics between Basel II
and III. The models employed by the European Central Bank and
the Board of Governors exhibit a positive long-run effect of Basel III
on GDP although there is a temporary slowdown over the transi-
tion, as shown in Figure 1 for the 3D euro area model (transitions for
the four other models are displayed in the appendix). When capital
requirements are increased, the available bank capital can support
less lending. Financial institutions therefore contract credit supply

6A crisis can occur any point in time in the model given the estimated crisis
probability that depends on five-year cumulative real household credit growth in
the model.
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Figure 1. Transition from 14 Percent Capital Ratio to
16.5 Percent in the Euro Area with 3D Model

Note: Variables are expressed in deviation from initial steady state. “3D Model”
refers to the model used by Mendicino et al. (2020).

and lending margins increase. This raises bank profits, and bank
capital (“total capital” in the figure) starts to rise. In the long run,
total lending recovers as bank capital is accumulated by retained
earnings helping to support more loans.

Over the first 10 quarters or so, however, the reduction in lend-
ing depresses the investment of bank-dependent firms. This reduces
aggregate GDP and leads to a small decline in inflation and a loos-
ening of monetary policy. The monetary accommodation boosts con-
sumption and the investment of firms that do not depend on bank
funding (not shown in the figure).7 However, the increase in these
components of demand is not enough to offset the fall in investment

7The 3D model includes a bank-independent sector which funds itself directly
from the household sector. Here we have in mind larger firms that can issue equity
or corporate bonds.
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demand from bank-dependent firms and output declines. In the long
run, once capital has fully adjusted, GDP increases.

There are a number of factors which determine the size of the
transitional costs from an increase in bank capital requirements. As
discussed in Mendicino et al. (2020), the monetary policy reaction
is important. When the policy rate is reduced aggressively at the
start of the implementation period, this helps to counteract the neg-
ative effects on aggregate demand from the squeeze on the credit
availability for smaller bank-dependent firms. At the effective lower
bound (ELB) on nominal interest rate, this may require the use of
non-standard measures to ensure that real economic activity does
not suffer too much. When it is difficult to deliver a sizable mone-
tary stimulus, a more gradual implementation period may be opti-
mal. From this perspective, the long time period given to banks to
comply with Basel III seems like a good policy which would have
significantly smoothed the transitional costs of the increase in bank
capital requirements.

Darracq-Pariès et al. (2022) also emphasize several other factors
which may affect the size of the transitional costs. First, the pres-
ence of large voluntary buffers can help banks smooth the increase
in bank capital requirements even when they are imposed without
a long implementation period. Second, the ability and willingness of
banks to issue equity or cut dividends also reduces the transitional
costs. Finally, the ability of non-bank funding sources to expand over
the transition is also important.8 In the aftermath of the GFC, vol-
untary buffers were depleted for many banks and the costs of issuing
equity were high. Hence, the long implementation period for Basel
III was therefore important in ensuring that the transitional costs
were manageable for the real economy.

4.2 Liquidity Scenario

There are two liquidity instruments in Basel III—the liquidity cov-
erage ratio (LCR) and the net stable funding ratio (NSFR). The

8Non-bank funding sources are of course a double-edged sword. They can
reduce the costs of the transition to higher capital requirements but they may
also reduce the effectiveness of prudential measures due to “leakages.”
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LCR involves the obligation to hold a sufficient quantity of high-
quality liquid assets (HQLA) so as to withstand one month of ele-
vated deposit withdrawals. The NSFR involves the obligation to
fund long-term assets at least in part with longer-term liabilities
(e.g., bank bonds). In practice, both the LCR and NSFR are com-
plex regulations, which aim to increase banks’ resilience to funding
stress. To make the analysis operational, we concentrate on the LCR
and provide the results of two sets of models in Table 5: (i) analy-
sis of the costs of liquidity following the approach in Hoerova et al.
(2018); and (ii) a more detailed analysis based on the multi-asset
model of de Bandt and Chahad (2016) with bank runs.

Regarding the first approach, most models do not include an
analysis of the benefits of the LCR. In this case, the simulations fol-
low Hoerova et al. (2018) and only consider the impact of an LCR
scenario through its effect on bank profits, measuring the opportu-
nity cost of raising additional deposits and investing in lower-yielding
HQLA. Regulation affects the profit and loss statement, as the return
on HQLA is lower than interest and non-interest costs on deposits
needed to fund the HQLA holdings. Hoerova et al. (2018) identify
the cost of holding a unit of HQLA to be 0.68 percent, meaning
that a bank makes a loss of EUR 0.68 on an HQLA holding worth
EUR 100, which is fully financed with deposits.9 They argue that
the move from pre-crisis LCR levels to full compliance with the new
Basel III standard (100 percent LCR) involves banks increasing their
HQLA holdings by an amount worth 10 percent of total deposits.10

In equilibrium, loan rates must increase following a negative shock
to loan supply in order to restore banks’ profitability at least par-
tially. This is how the LCR exerts a negative impact on lending and
economic activity.

A crucial caveat is in order. We assume that HQLA are gov-
ernment bonds with a zero capital risk weight. If the HQLA have a
non-zero risk weight or if the leverage ratio is the binding constraint,

9For the Norwegian banks, the cost of holding a unit of HQLA is calculated
to be 0.46 percent.

10For the Norwegian banks, implementing an LCR of 100 percent is approxi-
mated by asking the bank to hold government bonds and covered bonds equal to
11.2 percent of deposits.
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the LCR will also directly crowd out lending and will lead to larger
costs than those considered here.

The only framework that quantifies the benefits of liquidity reg-
ulation is the model by de Bandt and Chahad (2016), where the
LCR requirement is explicitly modeled in a multi-asset framework,
mimicking the actual regulation, which allows an assessment of the
impact of liquidity regulation on the probability of runs.

Table 5 shows the steady-state impact of the LCR regulations.11

For the euro area 3D model, the implementation of the LCR does not
affect banks’ probability of default (PD), and consequently bailout
costs and private lending spreads are also unaffected.12 As already
discussed, the LCR regulation affects bank profitability negatively
and, in a partial equilibrium setting, raises the default probabilities
of banks. In general equilibrium, however, following a negative shock
on loan supply, banks increase their lending rates. Thus, bank sol-
vency does not suffer, but as the fourth column of Table 5 shows,
lending spreads over bank funding costs increase by 6 basis points
in the case of the LCR for the euro area with the 3D model, and 20
basis points with the model by de Bandt and Chahad (2016). We
also notice that the higher cost of funding for borrowing firms and
households reduces real economic activity by a moderate amount.
The LCR reduces consumption by 0.1 percent, investment by 0.31
percent, and GDP by 0.14 percent in the new steady state. Total
lending falls by 0.73 percent. These relatively small costs should be
set against the benefits of the regulatory measures.

The model by de Bandt and Chahad (2016) is the only one that
finds a positive long-run effect (GDP rises by 0.27 percent), due
to a strong expectation channel associated with a lower probability
of bank runs which makes banks safer (bank PDs fall by 0.68 per-
cent). When depositors expect a lower probability of a bank run,
their expected returns from holding bank deposits increase and they
demand a lower interest rate. This increases banks’ profitability,

11In the case of the de Bandt and Chahad model, the simulation includes both
solvency and liquidity requirements.

12There is a very small increase in banks’ PDs, but this is less than 1 basis
point and is rounded to zero in the table. In the transitional figures, a negative
but extremely small effect on bank solvency can be seen.
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allowing them to accumulate more capital through retained earn-
ings and supporting more lending, which rises by almost 2 percent.
It is worth delving with a little more detail into the results from
this particular model in Table 5 and comparing them to those in
Table 4. Note that for that model the scenario in Table 5 includes
an increase in both the solvency and liquidity requirements in order
to mimic the actual implementation of Basel III. We see that adding
the LCR ratio (in Table 5) generates a further increase in GDP, a
bigger increase in consumption (which is arguably a better measure
of household welfare), and a bigger decline in banks’ probability of
failure. This finding confirms the intuition that each risk should
be targeted with an appropriate policy tool. The de Bandt and
Chahad (2016) model emphasizes that a liquidity policy tool (in this
case the LCR) is the most effective way to mitigate liquidity risk.
Capital tools also help with liquidity risk, but they are, relatively
speaking, less effective. In contrast, as the 3D model results for the
euro area and the United States in Table 4 showed, the capital ratio
is extremely effective at mitigating solvency risk.

We end our analysis of the impact of the LCR by including the
transitional dynamics from a world with no liquidity regulation to
a world with full compliance with the LCR. The regulation requires
banks to increase the quantity of liquid assets on their balance
sheets. In addition, the regulation stimulates banks to increase the
quality of their HQLA: this is because the LCR gives a higher weight
to government bonds compared to corporate debt. The change in the
composition of HQLA carries a small cost because, although govern-
ment bonds have a lower return than corporate bonds, they have a
bigger negative effect on the probability of a bank run.

Figure 2 shows how banks react to the policy: initially they
switch the composition, and government debt holdings jump sharply
to satisfy the LCR while corporate bond holdings decline. The higher
quantity and quality of liquid securities reduce the probability of a
bank run. This, in turn, lowers risk premia on bank debt, raises bank
profitability, and leads to the accumulation of more capital through
retained earnings. As a result, lending, investment, consumption,
and GDP gradually increase. As lending rises, banks continue to
grow their HQLA (both government and corporate debt) over time
in order to continue satisfying the higher LCR. Importantly, lending
increases to both small and large firms. In addition, the reduction
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in bank run probability allows an increase in deposits, in contrast
to what is observed when only solvency requirements are increased.

Overall, the results in this section suggest that the costs of the
imposition of the LCR in the Basel III reforms were very modest
while the benefits were significant especially in reducing the liquidity
risk faced by the banking system.

5. Conclusion

In this paper, we survey channels of transmission of prudential regu-
lation proposed in the literature since the global financial crisis. We
also conduct harmonized simulation exercises examining the effects
of Basel III regulation, based on off-the-shelf DSGE models used in
various jurisdictions. Our conclusion is that Basel III leads to an
increase in GDP, although some models show some negative effects.
The increase in GDP is achieved through a reduction in the cost of
borrowing, which, in turn, is achieved through a reduction in cost of
uninsured debt as higher capital requirement reduces the probability
of bank failures, leading to a net increase in credit supply.

However, the models only offer a partial assessment of the macro-
economic impact of the new regulatory environment. In particular,
when assessing the effects of banking regulations, it is crucial to
distinguish models that assess both costs and benefits (e.g., the 3D
model and NEMO) from models that only assess costs (Gerali et al.
2010). A few limitations have been identified: the models are still
quite stylized with only one capital variable, namely aggregate capi-
tal; funding liquidity has only been incorporated in a basic way; and
liquidity regulation is not fully integrated in most models.

Our study also identifies directions in which policy models
should expand. Quantitative DSGE models basically focus on cap-
ital requirements, while empirical models lack micro-foundations,
which is problematic for policy analysis. More complex issues, such
as interactions between multiple regulations, still depend on quali-
tative models. In addition, these models have only recently started
to investigate additional policy issues, and there is scope for fur-
ther research regarding the role of shadow banking and the interac-
tion between unconventional monetary policy and financial stability
policy.
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Further research would also include investigating further the
micro-foundations of different types of financial crises (bank based,
market based, asset price bubbles, etc.), the role of rational versus
non-rational expectations, and the distributional effects of financial
regulation.

Appendix

Figure A.1. Transition from 14 Percent Capital Ratio to
16.5 Percent in the Euro Area (de Bandt and Chahad)

Note: Variables are expressed as deviations from the initial steady state.
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Figure A.2. Transition from 14 Percent Capital Ratio
to 16.5 Percent in the Euro Area (NEMO)

Note: Variables are expressed as deviations from the initial steady state.
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Figure A.3. Transition from 14 Percent Capital Ratio
to 16.5 Percent in the Euro Area (Gerali et al.)

Note: Variables are expressed as deviations from the initial steady state.
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Figure A.4. Transition from 14 Percent Capital Ratio
to 16.5 Percent in the United States (3D)

Note: Variables are expressed as deviations from the initial steady state.
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1. Introduction

Economic theory suggests that an increase in the policy rate appreci-
ates the currency in the short and long run. This result is explained
by two economic principles, namely, interest rate parity and pur-
chasing power parity. Identifying the effects of policy rate changes
on exchange rates is challenging due to endogeneity and simultaneity.
Exchange rate and interest rate movements reflect not just mone-
tary policy but also other drivers such as safe-haven flows into the
Swiss franc.1 For example, a negative risk shock tends to result in
lower interest rates and a stronger Swiss franc because of safe-haven
flows into the Swiss franc and an expected loosening of monetary
policy in response to a Swiss franc appreciation. This holds partic-
ularly true for a small open economy such as Switzerland, for which
the exchange rate is an important determinant of monetary pol-
icy transmission and hence for the monetary policy decisionmaking
process.2 In contrast, a negative domestic economic shock tends to
induce lower interest rates and a weaker Swiss franc, both due to an
expected loosening of monetary policy. Hence, the naively observed
relation between interest rates and exchange rates will depend on
the type of shock that dominates in a given sample period.

This paper investigates the short-term impact of monetary pol-
icy announcements made by the Swiss National Bank (SNB) on
the Swiss franc exchange rates and on the Swiss yield curve. A
monetary policy announcement includes a monetary policy decision
about its policy rate and a conditional inflation forecast.3 Further-
more, a forecast for the Swiss economy is provided. Thus, the mon-
etary policy shock we identify reflects these two components: the

1The safe-haven characteristics of the Swiss franc have been established by
numerous contributions. See Fink, Frei, and Gloede (2022) for an overview.

2Nitschka and Mirkov (2016) estimate Taylor rules for Switzerland, augmented
by an effective nominal Swiss franc exchange rate. They find that the estimated
effect of Swiss franc appreciation on the three-month LIBOR (London interbank
offered rate) target rate is highly significant and negative, reflecting the stabiliz-
ing effect of the Swiss National Bank policy. Importantly, Nitschka and Mirkov
(2016) report that professional survey expectations anticipate a response of the
central bank.

3The forecast is based on the assumption that the policy rate set when the
forecast is published will remain constant over the entire three-year forecast
horizon.
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change of monetary policy and the change of the outlook of the
Swiss economy. We identify the causal effect on a daily level using
the identification-through-heteroskedasticity (IH) methodology fol-
lowing Rigobon (2003) and Rigobon and Sack (2004). The approach
allows for simultaneous (intraday) feedback between interest rates
and exchange rates and imposes weaker identifying assumptions
than event-study-based approaches.

The IH methodology is based on the fact that the variance of the
interest rate shocks is higher on days of monetary policy announce-
ments than on other days. To estimate the effects of monetary pol-
icy announcements, we consider the historical time frame spanning
from January 1, 2000 to August 31, 2011. During this time, the
three-month CHF LIBOR was the SNB’s main policy instrument.
Our sample includes two policy rate cycles, covering 56 SNB mone-
tary policy announcements and 26 changes in the three-month CHF
LIBOR target range.

The main findings can be summarized as follows. First, a mon-
etary policy announcement shock which increases the policy rate
leads to a nominal appreciation of the Swiss franc on the same day.
The null hypothesis that monetary policy announcement shocks that
change the policy rate do not affect the exchange value of the Swiss
franc is clearly rejected. Our finding that monetary policy announce-
ment shocks by the SNB are highly relevant for the exchange rate of
the Swiss franc is robust to the use of alternative specifications. Sec-
ond, we provide empirical evidence that simple econometric methods
yield biased and typically non-significant results. Not adequately
identifying the causal effects may lead to the incorrect conclusion
that monetary policy announcements do not affect the Swiss franc.
Third, monetary policy announcements affect the curve of expected
average future short-term interest rates, which in turn influence the
valuation of the Swiss franc.

Our paper contributes to the literature as follows. First, we
extend the rather scant empirical literature on Switzerland. In par-
ticular, we discuss how to adequately identify causal effects, which
is particularly relevant for the Swiss case. Moreover, we contribute
to the understanding of transmission by estimating the effects
on the expected average future short-term interest rates derived
using the Adrian, Crump, and Moench (2013) methodology. Sec-
ond, with regards to the IH literature that builds on the seminal
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contributions of Rigobon (2003) and Rigobon and Sack (2004), we
advance the estimation methodology by jointly estimating the effects
on the EUR/CHF and USD/CHF exchange rates using the general-
ized method of moments (GMM).4 Joint estimation is more efficient
and facilitates additional robustness tests.

The analysis is structured as follows. Section 2 summarizes the
relevant literature, focusing on evidence for Switzerland. Section 3
outlines the simultaneity issue and our identification approach.
Section 4 describes the data. Section 5.1 presents the results on the
exchange rate response to a monetary policy announcement shock.
In Section 5.2, we discuss the effects on the expected average future
short-term interest rates. Section 6 concludes.

2. Related Literature

A large body of the empirical literature investigates the effects of
monetary policy surprises on asset prices. As highlighted by Rigobon
and Sack (2004), this relation is not only important for financial mar-
ket participants but also for central banks because asset prices play
an important role in monetary policy transmission.

Our contribution relates to the strand of this literature that
seeks to identify the effects on exchange rates seen in daily or intra-
day data. Causal effects are mostly identified using event studies
and by means of instrumental variables or, as in our paper, IH.
This strand is distinct from an alternative strand that estimates the
effects evident in lower-frequency data, typically using structural
vector autoregressions (SVARs).

With regards to the impact of unexpected monetary policy
shocks on exchange rates, the international literature reports highly
significant and immediate effects (e.g., Kearns and Manners 2006;
Rosa 2011; Ferrari, Kearns, and Schrimpf 2017; Kerssenfischer 2019).
The point estimates roughly range from 0.3 percent to 1.5 percent
nominal appreciation in response to a contractionary 25 basis point

4Exchange rates are quoted in relation to another currency. In this paper we
follow market conventions to quote exchange rates, i.e., the first currency is the
base currency and the second currency is the price currency. Thus, if you pur-
chase USD/CHF, you would receive one unit of the U.S. dollar in exchange for a
payment of Swiss franc.
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(bp) interest rate shock. Specifically, considering a panel of seven
major central banks, Ferrari, Kearns, and Schrimpf (2017) find that
an unexpected policy rate hike of 25 bp causes an immediate appre-
ciation from 1 to 1.5 percent for most of the central banks consid-
ered. Focusing on the European Central Bank (ECB), Kerssenfischer
(2019) reports that the EUR/CHF exchange rate rises by 0.95 per-
cent in response to a contractionary 25 bp ECB monetary policy
shock. Rosa (2011) shows that the surprise components of both the
Federal Reserve’s (Fed’s) monetary policy actions and statements
have economically important and highly significant effects on the
exchange rate of the U.S. dollar. An unanticipated 25 bp cut in the
federal funds target rate is associated on average with a 0.5 percent
depreciation of the exchange value of the U.S. dollar, also towards
the Swiss franc. Kearns and Manners (2006) investigate the impact
of monetary policy on the exchange rate using an event study with
intraday data for four countries. An unanticipated tightening of
25 bp leads to a rapid appreciation of approximately 0.35 percent
from 1993 to 2004.

In line with international evidence, a rather small literature on
effects of SNB policy rate changes confirms that the Swiss franc sig-
nificantly appreciates in response to contractionary monetary policy
shocks. The magnitude of the point estimates is rather broad, how-
ever, ranging from less than 0.2 percent to more than 6 percent
appreciation in response to a monetary policy announcement of a
25 bp interest rate increase.

The lower bound of this range is set by Ranaldo and Rossi (2010).
Using an event-study approach to identify the intraday effects of
SNB monetary policy decisions, the authors find that an unexpected
25 bp increase in the three-month CHF LIBOR caused the Swiss
franc to appreciate by 0.17 percent towards the U.S. dollar from
2000 to 2005. The upper bound is given by the estimates of Fer-
rari, Kearns, and Schrimpf (2017), who report that an SNB policy
announcement that generates a 25 bp increase in the one-month
CHF overnight index swap (OIS) rate caused the Swiss franc to
appreciate by 6.25 percent towards the U.S. dollar from September
2010 to September 2015. The magnitude of this effect exceeds what
they find for most other central banks, and they note that the find-
ings for Switzerland should be interpreted with care due to the short
sample period.
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The recent results of Grisse (2020) and Kugler (2020) fall within
this range. Similar to our contribution, both papers consider the
period 2000–11. Using an instrumental-variable approach and daily
data, Kugler (2020) reports that the Swiss franc appreciates by
0.93 percent in response to an unexpected 25 bp increase in the
three-month CHF LIBOR. Grisse (2020) estimates the effects using
a weekly SVAR and identifies monetary policy shocks based on the
co-movement of interest rates and stock prices: A contractionary
25 bp shock causes the Swiss franc to appreciate by 1.0 percent against
the euro and by 0.75 percent against the U.S. dollar in the same week.5

3. Empirical Model

This section describes first the simultaneity problem when analyz-
ing the effect of monetary policy changes on exchange rates. This
section then presents the model, the identification strategy, and the
estimation methodology.

3.1 Model

When modeling the response of exchange rates to interest rates, we
need to take into account the simultaneous effect that a change in
the exchange rate may have on the interest rate. Today’s exchange
rate depends, among other factors, on the expected path of the
interest rate, which determines the relative attractiveness of invest-
ments in Swiss franc. However, the interest rate is affected by the
expected monetary policy response to exchange rate variations. For

5Related research confirms the relevance of policy rates for the Swiss franc.
Lenz and Savioz (2009) analyze the determinants of the Swiss franc exchange
rate against the euro. They find that Swiss monetary policy contributed between
7 percent and 15 percent to variations of the exchange rate from 1981 to 2007.
Rudolf and Zurlinden (2014) find an impact of approximately 0.2 percent in an
estimated DSGE model for the period 1983–2013. Based on a calibrated dynamic
stochastic general equilibrium (DSGE) model of the Swiss economy, the results
of Cuche-Curti, Dellas, and Natal (2009) point towards 0.25 percent appreciation
for a restrictive 25 bp policy rate shock in the period 1975 to 2006. Canetg and
Kaufmann (2019) analyze the impact of SNB’s debt security auctions from 2008
to 2011 on financial market variables. They identify a money market as well as
an expectation shock and find that the two shocks explain up to 80 percent of
the forecast-error variance of the Swiss franc.
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a small open economy such as Switzerland, market participants
anticipate that the exchange rate is an important factor in the
monetary policy decisionmaking process. The latter is in line with
the augmented Taylor-rule estimates in Nitschka and Mirkov (2016).

We assume that the change in the policy rate Δit and the change
in the nominal exchange rate Δst are described by the following
simultaneous equation system:

Exchange rate response function Δst = αΔit + γszt + ηt, (1)

Interest rate response function Δit = βΔst + γizt + εt, (2)

where zt are exogeneous variables that affect both interest rates and
exchange rates. The nominal exchange rate st is defined as the units
of Swiss franc per unit of a foreign currency. Thus, if st declines, the
Swiss franc appreciates in nominal terms. The structural innovations
(ηt, εt) are interpreted as an exchange rate and a monetary policy
shock, respectively. The structural shocks are assumed to have a
mean of zero and be uncorrelated with each other and with the exo-
geneous variables zt. Our interest lies in identifying the parameter
α in the exchange rate response function given by Equation (1).

Empirically, we only observe equilibria of exchange rates and
interest rates simultaneously, which makes it impossible to identify
the response function of the exchange rates to interest rate changes
with standard regression techniques. The naively observed relation
will depend on the type of shock that hits the system. For example,
a positive economic shock likely induces higher interest rates and a
stronger Swiss franc, both due to the expected tightening of mone-
tary policy. A negative risk shock will induce lower interest rates and
a stronger Swiss franc, both due to the resulting safe-haven flows.

In fact, the rolling six-month correlation of the three-month CHF
LIBOR in first differences and the EUR/CHF log return shown in
Figure 1 is rather erratic due to the different type of shocks that
affect both the exchange rate and the interest rate.

It is therefore important to adequately account for the feedback
between interest rates and exchange rates. Using basic regression
methods will result in biased estimates. To robustly infer the causal
impact of policy rate changes on exchange rates, we employ the IH
approach of Rigobon (2003) and Rigobon and Sack (2004). This
approach is outlined in the next section.
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3.2 Identification-through-Heteroskedasticity Methodology

Assume that the changes in the policy rate Δit and the exchange
rate Δst are described by the above system of Equations (1) and (2),
respectively. The simultaneous causality between Δit and Δst means
that not all the parameters are exactly identified. The reduced form
of the equation system, derived in Appendix B.1, has more unknown
parameters than there are coefficients in the reduced form. Rigobon
(2003) and Rigobon and Sack (2004) suggest a way to identify the
exchange rate response α to a monetary policy announcement shock
based on the heteroskedasticity of the shock. The idea is to look
at the differences in the covariance structure of Δit and Δst for
days with a monetary policy announcement (MPA) and days with
no policy announcement.

We follow Rigobon and Sack (2004) in assuming that the mon-
etary policy shock on days of MPAs of the SNB is relatively more
important:

σ2
ε,P > σ2

ε,P̃
,

σ2
η,P = σ2

η,P̃
.

Consequently, we split the data in two subsets that are assumed
to differ only in terms of the variance of the monetary policy shock.
Let P and P̃ denote the two subsamples. P is the set of days with
an MPA, while P̃ contains non-MPA days. Following Rigobon and
Sack (2004), we assign the day before the MPA to the subsample
P̃ to reduce unpredictable influences from other economic shocks
with respect to monetary policy actions. We assess the robustness
of this choice in Appendix C.5. Since Switzerland is a small open
economy and highly economically connected to Europe, monetary
policy from other major economies affects Swiss exchange rates. We
believe that focusing only on two days in the whole sample (non-
policy sample with previous days’ values and policy sample with
MPA days) is therefore an advantage to isolate Swiss monetary pol-
icy surprises from other shocks (e.g., monetary policy surprises by
the ECB). The key assumption is that the monetary policy inno-
vations in the two sets have different variances, and the structural
parameters and the variance of the exchange rate innovations are
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unchanged.6 A monetary policy announcement by the SNB includes
a monetary policy decision about its policy rate and a conditional
inflation forecast. Furthermore, a forecast of Swiss real economic
activity is provided. Since we identify monetary policy shocks based
on monetary policy announcements, our identified shock reflects
both components—the change of monetary policy and the change
of the outlook of the Swiss economy.

Clearly, identification is complicated by the fact that interest
rates and exchange rates are affected by a common set of exoge-
neous variables zt. An important benefit of the IH methodology is
that potentially confounding variables need not be explicitly consid-
ered in order to identify α. As shown by Rigobon and Sack (2004),
it is sufficient to impose the assumption that the variance of the
exogeneous shocks does not differ across the two subsamples:

σ2
z,P = σ2

z,P̃
.

Given these assumptions, it can be shown that the difference between
the covariance on MPA days and the covariance on non-MPA days
is given by (see Appendix B.1 for a derivation):

ΔΩ = λ

[
1 α
α α2

]
= λ

[
1
α

] [
1 α

]
,

where

λ =
σ2

η,P − σ2
η,P̃

(1 − αβ)2
. (3)

That is, by examining the change in the covariance, we can isolate
the policy impact parameter α and purge all other influences that
are assumed to have an equal covariance structure on MPA and
non-MPA days.

We can extend the model by introducing an additional exchange
rate equation that allows us to analyze the policy effect on

6A recent paper by Jarocinski and Karadi (2020) deconstructs monetary pol-
icy surprises into information about the future stance of monetary policy and the
economic outlook using high-frequency data. This is a relevant decomposition
from which we have to abstract because we use daily data and the assumption
about a switch in variances to identify monetary policy shocks.
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EUR/CHF and USD/CHF in a single system. In this case, the
change in the covariance is given by (see Appendix B.2 for a
derivation):

ΔΩ = λ

⎡
⎣ 1 α1 α2

α1 α2
1 α1α2

α2 α1α2 α2
2

⎤
⎦ = λ

⎡
⎣ 1

α1
α2

⎤
⎦ [

1 α1 α2
]
,

with

λ =
σ2

η,P − σ2
η,P̃

(1 − α1β1 − α2β2)2
.

The next section outlines our estimation approach.

3.3 Estimation Methods

Rigobon and Sack (2004) show that there are two ways to imple-
ment the estimation: using instrumental variables (IV) or using the
generalized method of moments (GMM). In what follows, we focus
on the GMM approach. To check robustness, we also implement the
IV estimator, with consistent findings presented in Appendix C.

The GMM approach matches the model-implied variances
and covariances with their empirical counterparts. For the single
exchange rate case, we obtain three moment conditions in two
unknown parameters (see Appendix B.1 for a derivation):

g(λ, α) =

⎡
⎢⎢⎢⎣

(
T
TP

δP
t − T

TP̃
δP̃
t

)
Δi2t − λ(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔst − λα(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

t − λα2

⎤
⎥⎥⎥⎦ .

In a system with two exchange rates, we obtain two additional terms
for the variance of the second exchange rate and its covariance with
the interest rate change. On top of that, we obtain another moment
condition corresponding to the covariance between the two exchange
rates. This results in six moment conditions in three unknown
parameters (see Appendix B.2 for a derivation):
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g(λ, α1, α2) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
T
TP

δP
t − T

TP̃
δP̃
t

)
Δi2t − λ(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔs1t − λα1(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

1t − λα2
1(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔs2t − λα2(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

2t − λα2
2(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs1ts2t − λα1α2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The system with two exchange rates allows us to test for the equality
of the impact coefficients α1 and α2. Given that the null hypothesis
of the equality of the effects cannot be rejected, we estimate a con-
strained model with α = α1 = α2. Note that we expect equal effects
on the EUR/CHF and USD/CHF exchange rate because it seems
implausible that the EUR/USD exchange rate is affected by SNB
policy rate decisions. In the constrained model, we have six moment
conditions in two unknown parameters.

We estimate the unknown parameters by iterated efficient non-
linear GMM, as detailed in Appendix B.3.

4. Data

Policy rates have been relatively stable internationally and in par-
ticular in Switzerland after having reached a lower bound in the
aftermath of the global financial crisis. Therefore, we have to resort
to historical monetary policy cycles spanning from January 1, 2000
to August 31, 2011 at daily frequency. The sample begins after the
SNB changed its monetary policy concept in December 1999. After
25 years of monetary targeting, the SNB implemented a new mon-
etary policy concept in December 1999. The new concept built on
three elements. The first element was considering price stability to
be compatible with annual CPI inflation of less than 2 percent. The
second element was a conditional inflation forecast that is published
on a quarterly basis. The forecast is based on the assumption that
the policy rate set when the forecast is published will remain con-
stant over the entire three-year forecast horizon. The third element
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was an operational target range for the three-month CHF LIBOR.7

The SNB began to announce a target band for the three-month
CHF LIBOR, which was chosen to be consistent with a medium-
term inflation rate of below 2 percent. The sample ends prior to
the EUR/CHF minimum exchange rate regime, which was intro-
duced on September 6, 2011. This event was the beginning of a
significant regime change of SNB’s monetary policy, where besides
negative policy rates FX interventions became the second pillar of
SNB’s monetary policy tools.8 In the sample, the SNB implemented
its monetary policy mainly using one-week repurchase agreement
operations to control the three-month CHF LIBOR. Typically, the
SNB aimed to keep the reference rate in the middle of the target
range. Figure 2 shows the SNB target range, the three-month CHF
LIBOR, and the Swiss exchange rates in the left and right panels,
respectively.

MPA Days. The IH methodology requires the sample to be
split into MPA and non-MPA days to identify the slope of the
exchange rate response function. Our time frame covers 56 monetary
policy decisions made by the SNB. At 26 policy meetings, the tar-
get range of the three-month CHF LIBOR was changed. Monetary
policy decisions are made on a quarterly basis by the SNB Govern-
ing Board at its monetary policy assessment. The monetary policy
decision is announced in a press release. At the June and Decem-
ber monetary policy assessments, the members of the Governing
Board also explain the monetary policy decision at a press confer-
ence. A monetary policy assessment consists of a monetary policy
decision about the policy rate and a conditional inflation forecast.
Furthermore, a forecast of real economic activity is provided. From
2003 until 2011, every regularly scheduled monetary policy meeting
contains the conditional forecast for inflation over the next three
years as well as the forecast for real economic activity. For June and
December meetings, the detailed chart about conditional inflation

7Note that on June 13, 2019, the target range for the three-month CHF LIBOR
was replaced by the SNB policy rate.

8The SNB announced that the minimum exchange rate is enforced with the
utmost determination via buying foreign currency in unlimited quantities. The
policy rate did not change during the minimum exchange rate regime and the
volatility of the EUR/CHF exchange rate was low, which makes our identification
approach not applicable in this time period.
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is presented in the press release “Introductory Remarks, News Con-
ference,” whereas for March and September meetings the chart is
presented in the press release “Monetary Policy Assessment.” The
reason for this is that the June and December meetings have a press
conference shortly after the official announcement, whereas March
and September meetings do not have a press conference. Impor-
tantly, inflation and economic outlook forecasts are provided each
meeting.9 Furthermore, 9 out of the 56 policy meetings were
unscheduled special meetings. Table A.1 in Appendix A provides a
detailed overview of the monetary policy announcement meetings.10

Policy Rate. We use the daily change in the three-month CHF
LIBOR to measure the policy rate changes Δit, because it is the
monetary policy instrument that is controlled by the SNB. While
longer-term interest rates are also relevant for exchange rate dynam-
ics, our analysis takes the perspective of a policymaker that is inter-
ested in the impact its monetary policy decision. Since the SNB
targeted the three-month CHF LIBOR, the rate directly incorpo-
rates policy rate expectations between day t and t + 90. Hence,
absent other shocks, the three-month CHF LIBOR will change only
on MPA day t if the markets are surprised by the outcome of the
SNB’s monetary policy decision.11

9To check whether it is appropriate to combine MPAs with and without press
conference, we analyzed the uncertainty around SNB policy meetings in high
frequency, using the spread between the best bid and offer price of EUR/CHF
and USD/CHF as a proxy for the arrival of new information. Typically, spreads
increase during the arrival of new information, since uncertainty is large and mar-
ket participants do not want to be on the wrong side of a transaction. As market
participants interpret and digest the new information, spreads typically decrease
to their normal levels. For the SNB policy meetings, we see a widening of the
spread over the initial release, but not during the press conference (which is usu-
ally 30 minutes after the release). We conclude that the latter does not include
substantial additional information and therefore we do not differentiate further
between MPAs with and without a press conference. To compute the spread, we
resample best bid and offer prices at a one-minute frequency over a window from
100 minutes before to 100 minutes after an announcement.

10The non-MPA sample contains two days where the ECB and the Fed held
monetary policy announcement meetings (ECB: December 6, 2001; Fed: February
2, 2000). Excluding these days does not alter the results.

11Note that for approximately 50 percent of the MPAs, we use the three-
month CHF LIBOR change between t and t + 1 to measure unexpected pol-
icy rate changes. The reason for this is that the three-month CHF LIBOR is
fixed at approximately 11:00 a.m. London time (12:00/13:00 Zurich daylight
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Measuring the Expectations Component in Longer-
Term Interest Rates. We decompose the Swiss government bond
yield curve into two components: the expected average future short-
term interest rates and the term premium. For this purpose, we
use the term structure model and estimation procedure of Adrian,
Crump, and Moench (2013). For each maturity, we calculate the
expected component as the expected average future one-year inter-
est rate. For decomposing the response of long-term expectations
about future short-term interest rates, we use Swiss government
bonds prices sampled at their end-of-day value.

Exchange Rates. As exchange rate variables we use both the
EUR/CHF and USD/CHF exchange rate. As outlined above, these
exchange rates measure the units of Swiss franc per unit of euro and
U.S. dollar, respectively. Thus, if the exchange rate declines, the
Swiss franc appreciates in nominal terms. The exchange rates are
sampled at the same points in time as the interest rate variable. For
the three-month CHF LIBOR, the relevant time of day is 11:00 a.m.
London time, when the LIBOR is approximately fixed. For every
day in our sample, we retrieve the best bid and offer prices on the
interbank market at the respective point in London time. We then
compute the daily exchange rate return as the difference in the log-
arithm of the mid-price. Table 1 provides an overview on the source
and transformations of the interest rate and exchange rate variables.

Descriptive Statistics. The descriptive statistics for the sub-
samples P and P̃ are reported in Table 2. Note that the standard
deviation of the three-month CHF LIBOR significantly increases by
a factor larger than two on MPA days compared to the standard
deviation on non-MPA days. The standard deviations of the CHF
exchange rate returns increase as well, but the magnitude is much
smaller. Thus, as expected, the descriptive statistics support the
assumption that the variance of the monetary policy shock on MPA
days relatively increases.

savings/standard time), whereas the monetary policy decisions were alternately
announced before and after the LIBOR fixing. Between 2000 and 2010, the SNB
policy announcements took place at 9:30 a.m. Zurich time in June and December
(we use the three-month CHF LIBOR change t−1 to t) and at 14:00 p.m. Zurich
time in March and September (we use the three-month CHF LIBOR change t to
t + 1). Unscheduled announcements were released at approximately 13:00 p.m.
(we use the three-month CHF LIBOR change t to t + 1).
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5. Results

5.1 Exchange Rate Response to a Monetary Policy Shock

This section discusses the main result of the present analysis, namely,
the estimated response of exchange rates to a monetary policy shock
(i.e., parameter α in Equation (1)).

Exchange Rate Response. Table 3 shows the IH-GMM-
estimation results. Our baseline specifications use the three-month
CHF LIBOR as the policy variable. The two left-most columns
show the results of estimating two separate equations for EUR/CHF
and USD/CHF. The significance tests and standard deviations are
asymptotic. In response to a 100 bp increase in the three-month
LIBOR, the point estimates suggest that the Swiss franc appreciates
by 2.1 percent and 1.9 percent on the same day against the euro and
the U.S. dollar, respectively.12 The third and fourth columns show
that consistent estimates result when estimating the joint system
that includes both EUR/CHF and USD/CHF. While the point esti-
mates are fairly similar, using all available information reduces the
standard error of the estimation.

Next, we test the null hypothesis that the effects are the same
for both the EUR/CHF and USD/CHF exchange rates. The results
for the corresponding Wald test are shown in Table 3. The null
hypothesis regarding the equality of the effects cannot be rejected.
This result is sensible from an economic perspective because differ-
ing effects would imply that the monetary policy announcements
made by the SNB are able to move the EUR/USD exchange rate.

As the null hypothesis of equality cannot be rejected, we restrict
the impact coefficients in the EUR/CHF and USD/CHF equations
to be equal. The results shown in the last column of Table 3 indi-
cate that this further improves the precision of the estimates. The
point estimate for α suggests that in response to a 100 bp increase
in the three-month CHF LIBOR, the Swiss franc appreciates by 2.0

12Table A.1 in Appendix A reports the change of the three-month CHF LIBOR
(in bp) for each monetary policy announcement day. For example, on November
6, 2008, the SNB decided to decrease the lower as well as the upper bound of
the target range by 50 bp. The three-month CHF LIBOR decreased by 25 bp.
On average, the absolute change of the three-month CHF LIBOR of monetary
policy announcements dates is 7 bp.
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percent against the euro and the U.S. dollar, with the 95 percent
confidence interval spanning from 1.4 percent to 2.5 percent.

The GMM table includes the estimates of the parameter λ, which
represents the change in the variance of εt between MPA and non-
MPA dates divided by a determinant. The IH approach works only
if a change in the variance is present. The estimates indicate that
this is indeed the case for all the specifications.

The remaining rows of Table 3 show the tests for the validity of
the overidentifying restrictions. The null hypothesis regarding the
validity of the restrictions cannot be rejected for any of the different
specifications. Finally, the last row shows the number of iterations
needed for the convergence of iterated efficient GMM. The results
show that convergence is achieved fairly quickly.

The magnitude of our benchmark result for the exchange rate
response lies within the range of effects reported in the literature
and are similar to the findings of Grisse (2020) and Kugler (2020).

Relevance of Accounting for Simultaneity. Accounting for
simultaneity is important. Using simple regression methods that do
not disentangle the feedback between interest rates and exchange
rates results in biased estimates. Regressing exchange rate returns
on interest rate changes yields estimates significantly different from
the IH estimates. Appendix C.1 presents the biased ordinary least
squares (OLS) results. The OLS estimate for EUR/CHF is not sig-
nificantly different from zero, while the USD/CHF coefficient has
the opposite sign. We conclude that with standard regressions (or
event studies at the daily level), one cannot correctly identify the
causal impact of interest rates on exchange rates. As outlined in
Section 3.1, this occurs because interest rates and foreign exchange
rates react to each other during the day.

Robustness Checks. Table 4 and Appendix C include four
robustness checks: First, we use the IH-IV estimator instead of the
GMM (see Appendix C.2). Second, we sample exchange rates at
the end of the day (5:00 p.m. New York time) rather than at the
points in time when the three-month CHF LIBOR is fixed (11:00
a.m. London time) (see Appendix C.3). Third, we use estimates of
the three-month constant maturity rate inferred from three-month
CHF LIBOR futures as the policy rate (see Appendix C.4). The ICE
LIBOR (intercontinental exchange London interbank offered rate)
futures data as well as exchange rates are sampled at the close of the
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Table 5. Term Structure Response

Parameter α̂ SE 95% CI

2Y 0.34 0.11 (+0.13 to +0.55)
3Y 0.29 0.10 (+0.09 to +0.48)
5Y 0.22 0.09 (+0.42 to +0.40)
7Y 0.19 0.75 (+0.41 to +0.33)
10Y 0.15 0.07 (+0.01 to +0.28)

Note: IH-GMM estimation of the response of the expected average short-term inter-
est rate to an unexpected policy rate change by 100 bp. Joint GMM estimation with
21 moment conditions for six parameters. λ̂ = 0.009**(0.0045). J-statistic for valid-
ity of overidentifying restrictions: 2.41 with a p-value of 0.99. The expected average
short-term interest rates are generated variables and therefore the confidence intervals
may be biased.

day (6:00 p.m. London time). Fourth, we investigated the robustness
of our results with respect to the choice of the non-policy sample.

Table 4 visually shows that our benchmark results (in the first row)
are supported by alternative specifications. The confidence intervals
can become larger for a few alternative specifications consistent with
even more pronounced effects than our benchmark results suggest.
For 18 out of 23 specifications, the point estimates are significantly
different from zero at the 5 percent significance level. At the 10 per-
cent level, all point estimates are significantly different from zero. We
conclude that our key result that an unexpected increase in the policy
rate leads to an appreciation of the Swiss franc is very robust.

5.2 Yield Curve Response to a Monetary Policy Shock

In this section, we analyze the impact of a monetary policy shock
on the yield curve of Swiss government bonds. The expected average
future 1-year interest rate is computed for 2-, 3-, 5-, 7-, and 10-year
terms using the approach of Adrian, Crump, and Moench (2013).
The interest rate expectation component is the financial market’s
best forecast of short-term yields over the lifetime of the bond. This
analysis will shed light on how an unexpected change in the three-
month CHF LIBOR affects the expectation of the expected average
future short-term interest rates.

Table 5 shows the IH-GMM joint model estimates of the response
of the expected average future short-term interest rate to a monetary
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policy shock that changes the policy rate by 100 bp. The estimates
reveal that expected average future short-term rates are affected by
monetary policy shocks. For the two-year maturity, we find that
a 100 bp increase in the three-month CHF LIBOR increases the
expected average short-term rate by 34 bp. The effect declines to
15 bp for the 10-year-ahead expected short-term rate.13 The findings
are in line with Grisse and Schumacher (2018), who also report that
short-term and longer-term interest rates tend to move in the same
direction but not one-for-one.

We conclude that the identified monetary policy shock signif-
icantly affects medium- to longer-term policy rate expectations,
which in turn affects the exchange rate.

6. Conclusions

This paper identifies the short-term impact of monetary policy
announcements made by the SNB on the Swiss franc exchange rates
and on the Swiss yield curve. Our results robustly show that a mone-
tary policy announcement that increases the policy rate appreciates
the nominal Swiss franc on the same day. The null hypothesis that
monetary policy announcement shocks do not affect the exchange
value of the Swiss franc is clearly rejected.

Importantly, we also show that simple methods that do not ade-
quately account for the simultaneous relation of exchange rates and
interest rates yield biased and typically non-significant results. This
may lead to the incorrect conclusion that monetary policy changes
do not affect the Swiss franc.

Moreover, we find that our identified monetary policy announce-
ment shock affects the expected path of future short-term interest
rates, which in turn influence the valuation of the Swiss franc.

13We also estimated the impact of a monetary policy shock on the term pre-
mium at different maturities. We find that an increase in the policy rate typi-
cally leads to a small effect (0.05 percentage point for a 100 bp increase) in the
term premium for short- and medium-term maturities. For longer maturities, this
effect decreases. The pattern of small increases at shorter- to medium-term and
the decrease for longer-term maturities is in line with the results of Soederlind
(2010).
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The magnitude of the benchmark results lies within the range of
estimates in the literature. In this study we use data on two con-
ventional monetary policy cycles in the historical sample from 2000
to 2011. However, recent contributions have suggested that in an
environment of low interest rates markets might have become more
sensitive to restrictive monetary policy shifts. It would be interest-
ing to analyze the effects on the Swiss franc and longer-term interest
rates resulting from changes in the monetary policy stances of other
central banks such as the ECB or Fed. All these possible extensions
are, however, left for future research.
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Appendix B. Estimation by GMM

This section details the estimation of the interest rate effect by the
generalized method of moments. Section B.1 considers the case of a
single exchange rate equation and derives the model-implied change
in the covariance matrix between monetary policy announcement
days and non-monetary-policy announcement days. From this, we
can deduce the moment conditions that enables us to estimate the
policy effect. Section B.2 extends the system by adding an additional
exchange rate equation and works out the corresponding moment
conditions.

B.1 Single Exchange Rate Equation

Let us start with the equation system given by (1) and (2). In matrix
form this can be represented by

[
1 −β

−α 1

] [
Δit
Δst

]
=

[
γi

γs

]
zt +

[
εt

ηt

]
.

The reduced form of the system is
[
Δit
Δst

]
=

1
(1 − αβ)2

[
1 β
α 1

] ([
γi

γs

]
zt +

[
εt

ηt

])

=
1

(1 − αβ)2

[
(γi + βγs)zt + εt + βηt

(αγi + γs)zt + αεt + ηt

]
.

The covariance is given by

Ω =
[

σ2
Δi σΔiΔs

σΔiΔs σ2
Δs

]
,

where

σ2
Δi =

1
(1 − αβ)2

[
(γi + βγs)2σ2

z + σ2
ε + β2σ2

η

]

σΔiΔs =
1

(1 − αβ)2
[
(γi + βγs)(αγi + γs)σ2

z + ασ2
ε + βσ2

η

]

σ2
Δs =

1
(1 − αβ)2

[
(γi + βγs)2σ2

z + α2σ2
ε + σ2

η

]
.
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When calculating the difference between the covariance of policy
dates and the covariance of non-policy dates, the terms with σ2

z and
σ2

η will cancel out, because their variance is assumed to be the same
on policy and non-policy dates. The covariance difference implied by
the model reduces to (see also Rigobon and Sack 2004, Equation 9):

ΔΩ = λ

[
1 α
α α2

]
= λ

[
1
α

] [
1 α

]
, (B.1)

with

λ =
σ2

η,P − σ2
η,P̃

(1 − αβ)2
.

The empirical equivalent to this covariance matrix difference is

ΔΩ̂ = Ω̂P − Ω̂P̃ ,

with

Ω̂P =
1

TP

T∑
t=1

δP
t ΔxtΔx′

t,

Ω̂P̃ =
1

TP̃

T∑
t=1

δP̃
t ΔxtΔx′

t,

where

Δxt =
[
Δit
Δst

]

and δP
t and δP̃

t are dummies for policy and non-policy dates, respec-
tively. From this,

ΔΩ̂ = Ω̂P − Ω̂P̃ (B.2)

=
1

TP

T∑
t=1

δP
t ΔxtΔx′

t − 1
TP̃

T∑
t=1

δP̃
t ΔxtΔx′

t

=
T∑

t=1

1
TP

δP
t ΔxtΔx′

t −
T∑

t=1

1
TP̃

δP̃
t ΔxtΔx′

t
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=
T∑

t=1

[
1

TP
δP
t ΔxtΔx′

t − 1
TP̃

δP̃
t ΔxtΔx′

t

]

=
T∑

t=1

[(
1

TP
δP
t − 1

TP̃

δP̃
t

)
ΔxtΔx′

t

]
. (B.3)

We find the moment conditions by matching the variances and
covariances in (B.1) with their empirical counterparts in (B.3). This
result provides three moment conditions for the two unknown para-
meters, corresponding to the two variance terms and the covariance
term:

g(λ, α) =

⎡
⎢⎢⎢⎣

(
T
TP

δP
t − T

TP̃
δP̃
t

)
Δi2t − λ(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔst − λα(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

t − λα2

⎤
⎥⎥⎥⎦ .

Identification requires that

E[g(λ, α)] �= 0 for
[
λ
α

]
�= 0,

and

G = E

[
∂g(λ, α)
∂[λ α]

]
=

⎡
⎣ −1 0

−α −λ
−α2 −2λα

⎤
⎦

has full column rank 3. This requires λ �= 0.

B.2 Two Exchange Rate Equations

This section augments the model by introducing another exchange
rate equation, which allows us to analyze both the EUR/CHF and
USD/CHF effects. For brevity, we disregard the exogenous variables.
As in the single exchange rate equation case, these variables will drop
out when computing the difference in the covariance between policy
and non-policy dates.
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The equation system with two exchange rate equations is given
by

Δit = β1Δs1t + β2Δs2t + εt

Δs1t = α1Δit + η1t

Δs2t = α2Δit + η2t,

where Δit is the first difference in the interest rate, Δs1t is the dif-
ference in the logarithm of the EUR/CHF exchange rate, and Δs2t

is the difference in the logarithm of the USD/CHF exchange rate.
In matrix form this system can be represented as

⎡
⎣ 1 −β1 −β2

−α1 1 0
−α2 0 1

⎤
⎦

⎡
⎣ Δit

Δs1t

Δs2t

⎤
⎦ =

⎡
⎣ εt

η1t

η2t

⎤
⎦ .

The reduced form is⎡
⎣ Δit

Δs1t

Δs2t

⎤
⎦ =

1
1 − α1β1 − α2β2

⎡
⎣ 1 β1 β2

α1 1 − α2β2 α1β2
α2 α2β1 1 − α1β1

⎤
⎦

⎡
⎣ εt

η1t

η2t

⎤
⎦ .

The individual equations are thus

Δit =
1

1 − α1β1 − α2β2
[εt − β1η1t − β2η2t]

Δs1t =
1

1 − α1β1 − α2β2
[α1εt + (1 − α2β2)η1t + α1β2η2t]

Δs2t =
1

1 − α1β1 − α2β2
[α2εt + α2β1η2t + (1 − α2β1)η2t] .

From these we can compute the three variances and three covariances
of the variables. As most terms will again drop out when building
the difference between policy dates and non-policy dates, we omit
the formulas. The difference in the covariance is

ΔΩ = λ

⎡
⎣ 1 α1 α2

α1 α2
1 α1α2

α2 α1α2 α2
2

⎤
⎦ = λ

⎡
⎣ 1

α1
α2

⎤
⎦ [

1 α1 α2
]
,
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with

λ =
σ2

η,P − σ2
η,P̃

(1 − α1β1 − α2β2)2
.

The empirical equivalent to this covariance matrix difference is

ΔΩ̂ = Ω̂P − Ω̂P̃ ,

with

Ω̂P =
1

TP

T∑
t=1

δP
t ΔxtΔx′

t,

Ω̂P̃ =
1

TP̃

T∑
t=1

δP̃
t ΔxtΔx′

t,

where

Δxt =

⎡
⎣ Δit

Δs1t

Δs2t

⎤
⎦ .

Again, matching the model-implied variances and covariance with
their empirical counterparts gives six moment conditions in three
unknown parameters:

g(λ, α1, α2) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
T
TP

δP
t − T

TP̃
δP̃
t

)
Δi2t − λ(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔs1t − λα1(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

1t − λα2
1(

T
TP

δP
t − T

TP̃
δP̃
t

)
ΔitΔs2t − λα2(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs2

2t − λα2
2(

T
TP

δP
t − T

TP̃
δP̃
t

)
Δs1ts2t − λα1α2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

We now have six equations in three unknown parameters. Identifi-
cation requires that

E[g(λ, α1, α2)] �= 0 for

⎡
⎣ λ

α1
α2

⎤
⎦ �= 0,
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and

G = E

[
∂g(λ, α1, α2)
∂[λ α1 α2]

]
=

⎡
⎢⎢⎢⎢⎢⎢⎣

−1 0 0
−α1 −λ 0
−α2

1 −2λα1 0
−α2 0 −λ
−α2

2 0 −2λα2
−α1α2 −λα2 −λα1

⎤
⎥⎥⎥⎥⎥⎥⎦

has full column rank 3. This requires λ �= 0.

B.3 Iterated Efficient GMM

Given the moment conditions, we can estimate the parameters by
iterated efficient GMM.14 The sample moment condition for arbi-
trary parameters is

gT (λ, α) =
1
T

T∑
t=1

g(Δit, Δst; λ, α).

The efficient GMM estimator is given by

θ̂(Ŵ ) = arg minJ(λ, α, Ŵ ) = TgT (λ, α)′ŴgT (λ, α),

where θ = [λ α]′, Ŵ = Ŝ−1, such that Ŝ
p→ S = avar(gT (λ, α)).

Given the consistent estimates λ̂ and α̂ of λ and α, respectively,
a heteroskedasticity (HC) estimate of S is

ŜHC =
1
T

T∑
t=1

g(λ̂, α̂)g(λ̂, α̂)′.

14The notations in this section loosely follow Zivot and Wang (2007, Section
21.6).
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For the efficient GMM estimator, we use Ŵ = Ŝ−1
HC , and it can be

shown that

θ̂(Ŝ−1
HC)

p→ θ

avar(θ̂(Ŝ−1
HC)) = (Ĝ′Ŝ−1

HCĜ)−1

Ĝ =
1
T

T∑
t=1

∂g(θ̂(Ŵ ))
∂θ′ .

We use the iterated efficient GMM, stopping once the change in the
moment norm is smaller than 1e-12, which is usually achieved in a
few iterations.

The J-statistic for the validity of the moment conditions is given
by

J = TgT (θ̂(Ŝ−1
HC)′Ŝ−1

HCgT (θ̂(Ŝ−1
HC)

and has a χ2-distribution with one degree of freedom.

Appendix C. Robustness

C.1 Results with OLS Estimator

We regress the exchange rate returns on three-month CHF LIBOR
rate changes. The results are shown in Table C.2. The estimation
results suggest that the estimates significantly differ from the IH
estimates for EUR/CHF (point estimate: −0.4, standard error: 0.3)
and USD/CHF (point estimate: 2.5, standard error: 0.5). The OLS
estimates are not significantly different from zero, except for the esti-
mates for USD/CHF. For USD/CHF, however, the OLS estimate is
positive.

C.2 Results with Instrumental-Variable Estimator

Estimation by instrumental variables following Rigobon and Sack
(2004) is based on using the instruments (wi, ws) for the endogenous
variables (Δi,Δs)

wi ≡
[

ΔiP
−ΔiP̃

]
, Δi ≡

[
ΔiP
ΔiP̃

]
, ws ≡

[
ΔsP

−ΔsP̃

]
, Δs ≡

[
ΔsP

ΔsP̃

]
.

(C.1)
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Table C.2. OLS and IV Estimates of the
Exchange Rate Response

ΔsEURCHF ΔsUSDCHF

OLS Estimates

Δi3M-LIBOR –0.4 2.5***
(0.30) (0.50)

IH-IV Estimates

Δi3M-LIBOR –2.2*** –2.4**
(0.65) (0.96)

IH-IV Estimates with End-of-Day Exchange Rates

Δi3M-LIBOR –1.9*** –2.7***
(0.71) (1.0)

IH-IV Estimates with LIBOR Futures

ΔiM90 –1.2* –3.0***
(0.7) (0.97)

Note: The table shows the OLS estimates. The policy rate variable is the three-month CHF
LIBOR. *, **, and *** denote significance at the 10, 5, and 1 percent levels, respectively.
The numbers in parentheses are standard deviations.

Using these instruments, we estimate the parameters using two-stage
least squares.

C.3 Results with End-of-Day Exchange Rates

The end-of-day exchange rates used for a robustness check are sam-
pled at the close of the day, i.e., at 5:00 p.m. New York time. The
IV-IH results are shown in Table C.2, whereas IH-GMM is displayed
in Table C.1.

C.4 Results with Swiss LIBOR Futures

The ICE LIBOR futures data used for a robustness check is sampled
at the close of the day, i.e., at 6:00 p.m. London time. The IV-IH
results are shown in Table C.2, whereas IH-GMM is displayed in
Table C.3.
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Table C.4. Non-policy Dates

19-Jan-2000 25-Jul-2002 14-Sep-2005 05-Nov-2008
02-Feb-2000 18-Sep-2002 14-Dec-2005 19-Nov-2008
22-Mar-2000 12-Dec-2002 15-Mar-2006 10-Dec-2008
14-Jun-2000 05-Mar-2003 14-Jun-2006 11-Mar-2009
13-Sep-2000 19-Mar-2003 13-Sep-2006 17-Jun-2009
07-Dec-2000 12-Jun-2003 13-Dec-2006 16-Sep-2009
21-Mar-2001 17-Sep-2003 14-Mar-2007 09-Dec-2009
13-Jun-2001 11-Dec-2003 13-Jun-2007 10-Mar-2010
10-Sep-2001 17-Mar-2004 12-Sep-2007 16-Jun-2010
21-Sep-2001 16-Jun-2004 12-Dec-2007 15-Sep-2010
06-Dec-2001 15-Sep-2004 12-Mar-2008 15-Dec-2010
20-Mar-2002 15-Dec-2004 18-Jun-2008 16-Mar-2011
01-May-2002 16-Mar-2005 17-Sep-2008 15-Jun-2011
13-Jun-2002 15-Jun-2005 07-Oct-2008 02-Aug-2011

Note: The table lists the non-policy sample dates. We follow Rigobon and Sack (2004)
and use the previous day of the policy decision as non-policy day.

C.5 Selection of Non-policy Sample

In our benchmark model we followed Rigobon and Sack (2004) and
use the previous day of the policy decision as non-policy day (see
Table C.4). The previous day is a valid candidate for the non-policy
sample since no information has been released, market participants
are in wait-and-see mode, and SNB officials are in the blackout
period, when speaking publicly is not allowed. If we move more days
away from the policy date, we get in conflict with monetary policy
decision meetings by the Fed, which are typically more than two days
prior to an SNB policy meeting. The assumption of homoskedastic
shocks is potentially violated in these cases. In a further robust-
ness exercise, we randomly select days from the candidate set of
non-policy days and estimate our benchmark model each time. We
find that the results remain qualitatively robust (i.e., a policy rate
increase leads to an appreciation of the currency). Quantitatively,
however, we observe that the median of the simulation results are
absolute smaller than our benchmark (around –1.6 percent) and esti-
mates are less stable. This finding is in line with the robustness
results reported in Rigobon and Sack (2004). It could be the case
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that the homoskedastic assumption, which is one of the key assump-
tions of the identification-through-heteroscedasticity approach, is
violated because different kinds of shocks may materialize on these
days.
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1. Introduction

The 2020 COVID-19 recession and its aftermath has been disrupting
economies across the globe. This paper estimates the relative impor-
tance of supply and demand in this episode, a key determinant for
the scope and design of effective stabilization policy. To this end, we
study producers’ price-setting decisions along the extensive margin
as well as their subjective perceptions about the nature of adverse
effects due to the pandemic using German firm-level panel data from
the ifo Business Climate Survey (ifo-BCS).

The results suggest that demand plays a dominant role to under-
stand the early decline in economic activity in the wake of the
COVID-19 pandemic. Relative to those weakly affected, firms that
report a negative impact of COVID-19 on their current business situ-
ation are up to 10 percentage points—or three standard deviations—
more likely to decrease prices. In a standard demand–supply frame-
work, increasing prices reflect supply shortages and decreasing prices
reflect demand shortages, all else equal. Similarly, firms attribute the
most adverse effects of the pandemic to domestic and foreign demand
through the spring of 2021. After that, supply forces gain in impor-
tance and firms perceive goods supply shortages as the most adverse
effect. Firms that lowered their prices at the onset of the pandemic
due to a more adverse impact do not show a relatively higher chance
for price increases. Firms’ subjective perceptions suggest persistent
adverse effects of the pandemic at the firm level.

Consistent with these findings, aggregate producer price infla-
tion in 2020 declined in the wake of the COVID-19 pandemic, fol-
lowed by a sudden surge in 2021. However, firm-level panel data
offer at least four advantages over aggregate time series: we can
(i) control for other determinants of price adjustments that affect
inflation irrespective of the COVID-19 outbreak, including the pre-
ceding decline in economic activity, (ii) overcome aggregation issues
that potentially bias inflation dynamics,1 (iii) track rapid changes
in economic activity, given the monthly frequency of the data, and

1Cavallo (2020) and Alvarez and Lein (2020) show that short-run shifts in
expenditure patterns bias price indices of aggregate inflation. This challenge does
not apply to individual price quotes.
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(iv) link observed price-setting behavior to additional firm-level out-
comes and firms’ perceptions. For example, the survey questionnaire
regularly asks firms about the role of (intermediate) goods supply
and labor supply shortages. Another major advantage of firm-level
panel data over time-series or sectoral data is that it enables us to
investigate the occurrence of price adjustments across and within
industries.

The empirical analysis uses the German ifo Business Climate Sur-
vey (ifo-BCS). The ifo-BCS is a monthly, mostly qualitative, firm-
level survey among a representative sample of roughly 6,000 firms
in key sectors of the German economy. Central for this paper are its
regular questions about price setting and additional information on
firm-specific economic activity that allow to control for several deter-
minants of price-setting behavior. Specifically, we observe realized
and three-months-ahead planned price changes along the extensive
margin together with firms’ current business situation and business
expectations. Planned price changes are also available for goods and
services that are temporarily not in trade due to COVID-19 con-
tainment measures. Our baseline analysis therefore studies planned
price changes. We obtain similar results when we use realized price
changes. Planned and actual price-setting behavior in the ifo-BCS
relatively closely co-move with aggregate producer price inflation
and the correlation with quantitative changes in industry-specific
producer price indices is relatively high, considering the data only
provide qualitative survey information on the extensive margin of
price adjustment.2 A supplement to the ifo-BCS contains questions
related to COVID-19. Among other things, firms in the survey assess
the impact of the pandemic on their current business situation and,
infrequently, report their perceptions on the relative importance of
supply and demand forces.

We show that price decreases underlying the decline in infla-
tion occur broadly across industries. Because the frequency of price
decreases in any given industry is low, the fact that a larger share of
firms now decreases prices results in higher firm-level heterogeneity
within industries. Arguably, this fact is more consistent with low
demand (e.g., due to low sentiment or high uncertainty), for supply

2The micro data underlying the German producer price index are not available
for this time period.
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shortages in only some sectors would result in more heterogeneous
effects across industries. Price increases during the sudden surge in
inflation are relatively more concentrated in some industries.

We estimate the effects of COVID-19 on the probability to adjust
prices in the ifo-BCS during the decline in producer price inflation
in April and May 2020. Prior to the pandemic, firms that are dif-
ferentially affected by COVID-19 display very similar dynamics in
planned price changes. Our baseline specification includes sector-by-
time fixed effects which flexibly control for industry-specific trends
and heterogeneous effects across sectors—for example, due to sector-
specific government regulations related to the pandemic or differen-
tial reliance on oil in conjunction with the sharp decline in oil prices.
Despite this flexible approach to control for sector-specific differences
in price-setting behavior during the pandemic, we find a substantial
rise of up to 10 percentage points in the probability of planned price
decreases for firms with a strongly negative impact relative to firms
with no or only weak impact of COVID-19. This effect is economi-
cally large and implies substantial firm-level heterogeneity in price
setting due to differential exposure to the pandemic within sectors.
We also find a concurrent decline in the probability of planned price
increases for these firms. Conversely, positively affected firms display
an approximately 8 percentage point higher chance of planned price
increases and are less likely to plan price decreases. Since more than
half of the firms report negative effects due to COVID-19 while only
5 percent report positive effects, these findings suggest a key role for
demand during the early decline of inflation.

To some extent, the price decreases in 2020 also reflect qual-
ity deterioration in the supply of certain goods and services due to
added health risks (see, e.g., Eichenbaum, Rebelo, and Trabandt
2021). This is important for policy, since it is critical to differentiate
between health risks and economic forces behind price decreases.
We follow Mongey, Pilossoph, and Weinberg (2021) in accounting
for firm exposure to health risks and use a contact intensity index
based on O*NET survey data and a work-from-home capacity index
by Alipour, Falck, and Schüller (2021).3 We find that health risks
across sectors are associated with a higher chance of a price decrease,

3Kaplan, Moll, and Violante (2020) employ a similar distinction between
regular and social sectors in the economy.
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while the probability to decrease prices remains significantly elevated
in 2020, consistent with additional demand forces weighing on price
adjustment.

We then study the sudden surge in inflation. In 2021, the frac-
tion of price increases strongly rises across firms to levels well above
those before the pandemic. Firms that were adversely affected at the
onset of the crisis do not drive this result. The probability to raise
prices and reverse earlier price decreases is not significantly higher
at the extensive margin in these firms. Consistent with this finding,
firms’ subjective perceptions reported in the survey suggest that
supply shortages at the end of the sample are not associated with
demand deficiencies at the onset of the pandemic. Hence, demand
shortages and supply disruptions during the early decline in inflation
appear to display persistent effects on the level of firm prices. (Inter-
mediate) Goods supply shortages gain in relative importance over
time, broadly across firms and in some sectors in particular, which
drives the observed increase in between-industry variation. Labor
supply shortages, oil exposure, and energy prices are not signifi-
cantly correlated with price increases across sectors once we control
for (intermediate) goods supply shortages, which strongly correlate
with the frequency of price increases.

A growing empirical literature studies the impact of COVID-19
on firms, in particular on prices and demand.4 Behavioral responses
in consumer expenditures possibly mirror heterogeneity in pricing
to some extent. Jaravel and O’Connell (2020) find a spike in U.K.
consumer price inflation at the onset of the COVID-19 pandemic.
Interestingly, U.K. producer prices declined in this period, in line
with our results. Similarly, Meyer, Prescott, and Sheng (2022) find
that U.S. firms expect to decrease their output prices at the onset
of the pandemic.

Balduzzi et al. (2020) show that credit constraints and deaths due
to COVID-19 correlate with firms’ planned price increases. Alekseev

4For example, see Bartik et al. (2020), Buchheim et al. (2022), and Hassan
et al. (forthcoming) on the firm-level impact of COVID-19 and Baker et al. (2020),
Cabral and Xu (2021), Carvalho et al. (2021), Cavallo (2020), and Chetty et al.
(forthcoming) on prices and consumer spending.
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et al. (2023) find evidence that deteriorating financial conditions lead
to more price decreases. In a robustness exercise, we control for credit
constraints and find a lower probability of price increases in credit-
constrained firms. The main estimates for the effect of COVID-19
on price adjustment remain unchanged in this exercise.

A few studies directly address the relative importance of demand
and supply in the pandemic. Brinca, Duarte, and Castro (2021) find
that labor supply dominates labor demand at the onset of the pan-
demic. In line with our findings, Meyer, Prescott, and Sheng (2022)
find that U.S. firms mainly assess the pandemic as demand-driven.

Existing theoretical and quantitative work on the pandemic con-
centrates on sectoral heterogeneity (e.g., Guerrieri et al. 2022). Our
results suggest a complementary and important role for firm-level
heterogeneity. We therefore link this literature to empirical work on
firms in the pandemic by capturing the relative importance of firm-
level and sectoral heterogeneity. Firm heterogeneity mostly matters
for the decline in inflation and sectoral heterogeneity relatively more
during its surge.5 Research on the transmission of the COVID-19
pandemic further highlights the importance of weak demand (e.g.,
Baqaee and Farhi 2022; Caballero and Simsek 2021; Eichenbaum,
Rebelo, and Trabandt 2021; Guerrieri et al. 2022). Our finding that
prices tend to decrease rather than increase at the beginning of the
pandemic provides direct reduced-form empirical evidence consistent
with this line of work. Lastly, the evidence for persistence in the firm-
level impact of COVID-19 adds to similar findings for employment
and revenues in U.S. firms (Barrero et al. 2021).

The remainder of this paper is organized as follows. Section 2
explains the data and descriptive statistics, including a vari-
ance decomposition of between- and within-industry heterogene-
ity. Section 3 studies the differential impact of the pandemic on
firms and the role of health risks in the early decline in inflation.
Section 4 presents results for the sudden surge in inflation. Section 5
concludes.

5These results are consistent with models of price adjustment in which idio-
syncratic shocks dominate firm-level price-setting behavior (e.g., Nakamura and
Steinsson 2010).



Vol. 20 No. 1 Demand or Supply? Price Adjustment Heterogeneity 99

2. Data and Descriptive Statistics

The main data source is the ifo Business Climate Survey (ifo-BCS),
a long-standing monthly survey among a large panel of German
firms.6 We limit the analysis to the manufacturing, services, and
retail/wholesale industries that cover approximately 5,500 firms per
survey wave on average.7 Table A.1 in Appendix A compares the
distribution of firms across size classes and industries in the survey
to administrative data. The ifo-BCS provides a very good represen-
tation of the German economy along these dimensions.

The survey is mostly qualitative, including questions about firms’
business situation and expectations, planned and realized price
changes, as well as questions related to the supply and demand
of goods and services. Since March 2020, the survey question-
naire includes supplemental questions related to the COVID-19
pandemic.8

The questions on price setting ask whether firms plan to increase,
decrease, or leave unchanged their prices over the following three
months, as well as a similar question on price realizations in the
preceding month.9 The frequency of realized price changes in the

6See Sauer and Wohlrabe (2020) for extensive documentation of the ifo-BCS.
The survey questionnaires are predominantly filled out by senior management
such as firm owners, members of the executive board, or department heads (Sauer
and Wohlrabe 2019). The ifo Business Climate Index, a widely recognized leading
indicator of the German business cycle, is based on the ifo-BCS. More gener-
ally, Lehmann (2023) demonstrates high predictive power of aggregated ifo-BCS
data for gross domestic product, industrial production, employment, investment,
exports, and inflation.

7We leave out firms in construction and insurance due to a lack of comparabil-
ity to the survey questionnaires in manufacturing, services, and retail/wholesale.
Data harmonization across sectors follows Link (2020). In April and May 2020,
the sample comprises on average 5,485 firms per month (1,941 in manufactur-
ing, 1,937 in services, and 1,607 in retail/wholesale). Table A.2 in Appendix A
provides more detailed information on the industry composition.

8Appendix C presents translations of all survey questions used in this paper.
9The ifo-BCS questions on planned and realized price changes are used in sev-

eral articles. Bachmann et al. (2019) study the relation between uncertainty and
price setting, Balleer, Hristov, and Menno (2020) investigate the link between
financial constraints and price setting, Link (2019) examines the effect of the
2015 minimum wage introduction on firms’ price setting, and Enders, Hünnekes,
and Müller (2019) study the effect of monetary policy announcements on firms’
planned price changes.
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ifo-BCS is on average essentially the same as in administrative
micro data underlying the German producer price index (Balleer
and Zorn 2019). Planned and realized price changes in the ifo-BCS
are informative about aggregate inflation. Figure A.1 in Appen-
dix A documents a relatively high correlation over time of these
measures with aggregate inflation rates reported by the Federal Sta-
tistical Office, considering the data provide only qualitative sur-
vey information on the extensive margin of price adjustment and
conceptional differences between aggregate inflation and planned
price changes.10 In general, the correlation is slightly higher for
planned than for realized price changes and highest in manufac-
turing, with a correlation coefficient of 0.84. Figure A.2 in Appen-
dix A documents the corresponding correlation at the level of
two- and three-digit industries. Several industries exhibit a corre-
lation above 0.6, especially when products are homogeneous within
industry.11

In the wake of the COVID-19 pandemic, certain goods and ser-
vices were temporarily not available or transferable due to govern-
ment regulations and supply-chain disruptions. As a result, their
market prices were either not observed or might not yet have
responded to the pandemic shock. The baseline analysis there-
fore considers planned price changes that are available for goods
and services not in trade and that possibly include intended price
responses to the pandemic. However, we obtain similar results when
we use realized price changes or restrict our sample to businesses
not affected by closure.

Figure 1 shows the frequency of planned and realized price
increases from 2018:M1 to 2021:M8. Price increases display seasonal

10We use the producer price index (PPI) for manufacturing firms, the wholesale
price index (WPI) for wholesale, and the retail price index (RPI) for retailers.
The German Federal Statistical Office does not provide a monthly producer price
index for services. The implications of our results for CPI inflation are unclear.
In general, the correspondence between the NACE industry classification system
used in the ifo-BCS and the COICOP classification used in the CPI is ambiguous
(Addessi, Pulina, and Sallusti 2017; Ganglmair, Kann, and Tsanko 2021). More-
over, the number of firms in the ifo-BCS in industries with direct correspondence
to the CPI is small.

11Industries with a weak correlation often reflect a high diversity of product,
e.g., the computer, electronic, and optical products industry.
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Figure 1. Frequency of Planned and
Realized Price Changes over Time

Note: The panels depict the frequency of planned (left) and realized (right) price
changes in the ifo-BCS. The sample covers the manufacturing, retail/wholesale,
and services industries. The sample period starts in 2018:M1 and runs through
2021:M8 for planned price changes and through 2021:M7 for realized price changes
reported in the following month. The vertical line refers to March 2020, i.e., the
month when the COVID-19 pandemic reached Germany.

patterns and rise at the turn of the year.12 Reflecting an earlier-
starting decline in economic activity, the frequency of price increases
falls throughout 2019, while the frequency of price decreases rises
gradually. Planned price decreases then spike in April 2020, after
the COVID-19 pandemic hit Germany in March 2020. Similarly,
realized price decreases also climb and peak shortly after. The tim-
ing of abrupt movements is in line with Buchheim, Krolage, and
Link (2022), who show that the COVID-19 pandemic hit after most
firms in the ifo-BCS filled in the March 2020 survey questionnaires.13

On June 6, 2020, the German government unexpectedly announced a
temporary reduction of the value-added tax (VAT) rate effective July
through December 2020. Although the survey questionnaire asks

12Nakamura and Steinsson (2008) document similar seasonal patterns in U.S.
producer price micro data.

13In early March, only a few German counties were strongly affected by
COVID-19. Subsequently, infection rates increased exponentially resulting in
nationwide school closures on March 13 and a nationwide curfew on March 22.
Buchheim, Krolage, and Link (2022) document that firms’ business outlook
decreased strongest after March 13. Since roughly three out of four survey respon-
dents filled in their survey questionnaire before, April 2020 is the first month in
which the majority of survey respondents report reactions to COVID-19.
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about prices excluding the VAT, the corresponding survey guide-
line is hidden in a footnote. It is possible that some firms falsely
report price decreases due to the VAT rate cut and price increases
when it expires, which we cannot rule out. At the beginning of 2021,
price increases skyrocket, way above the typical seasonal pattern,
and continue to rise over the course of 2021.14

The initial downward price adjustments occur broadly across
industries while the ensuing upward price adjustments are relatively
more concentrated in a few large industries. We rely on the following
decomposition to establish this result:

var(pij) ≡ p(1 − p) =
∑

j

Nj

N
pj (1 − pj)

︸ ︷︷ ︸
within

+
∑

j

Nj

N
(pj − p)2

︸ ︷︷ ︸
between

, (1)

where pij is a binary indicator for price adjustment by firm i in
industry j, Nj denotes the number of firms in sector j, N is the
total number of firms, pj is the industry mean of pij , and p its
unconditional mean. The notation suppresses a time subscript for
convenience. The second equality follows because pij is the real-
ization of a Bernoulli random variable. The decomposition is an
application of the law of total variance. We apply it separately to
price increases and price decreases for each month in the sample.

Equation (1) is useful because it allows to relate time variation
in the frequency of price adjustment (the cross-sectional mean of
pij) to shifts in the cross-sectional distribution (the cross-sectional
variance of pij) arising from variation within and between industries.
The first term is a weighted average of dispersion in price adjust-
ment within industries and captures the degree of firm-level hetero-
geneity within industries. The second term is a weighted variance
of price adjustment frequencies across industries and captures varia-
tion between industries. The between-variance moves if the change in
price adjustment frequencies is proportional or heterogeneous across
sectors. Changes in larger sectors enter with larger weight.

14In addition to seasonality and the VAT cut expiration, there were other
one-off factors that possibly affected producer prices in January 2021. First, the
German minimum wage increased in January 2021 from 9.35 euros to 9.50 euros
and further to 9.60 in July 2021. Second, a consumer tax on carbon emissions
was introduced.
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Figure 2. Between-Industry Variation
in Price Adjustment

Note: The left panel plots the share of variance explained by between-industry
variation in planned price increases and decreases over the sample period, based
on two-digit NACE industries and at least five observations per sector. The ver-
tical line depicts 2020:M3. The right panel compares the average frequency of
planned price increases across two-digit industries in 2020:M8 and 2021:M8. The
size of each bubble represents the relative number of firms in each sector. The
black line is the 45-degree line.

The left panel of Figure 2 plots the share of variance explained
by between-industry variation over the sample period, based on
two-digit NACE industries and at least five observations per sec-
tor. Between-industry variation accounts for about 5 percent of the
variation in price increases and for a little less than 5 percent in price
decreases through 2020:M3. There are no marked changes around the
onset of the pandemic. Within-industry and between-industry varia-
tion both contribute proportionately to the changes in the frequency
of price adjustment observed in Figure 1, while within-industry dif-
ferences explain the bulk of it. Between-industry variation becomes
disproportionately important during the sudden surge in inflation.
Its relative share in the frequency of price increases triples, up to 15
percent.

To illustrate this result, the right panel of Figure 2 compares the
frequency of planned price increases across two-digit NACE indus-
tries in 2020:M8 and 2021:M8. The size of each bubble represents the
relative number of firms in each sector. The figure shows an increase
in between-industry variation between 2020:M8 and 2021:M8. While
the frequency of price increases is higher in almost all industries in
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August 2021 compared to August 2020, the increase in the frequency
of price increases is not uniform across industries and becomes
more dispersed. For some industries, the frequency of price increases
remains the same (those close to or on the 45-degree line). For other,
relatively large industries the frequency of price increases rises par-
ticularly strongly: retail, wholesale, paper products, metal products,
and electrical equipment industries.

These findings do not change if we restrict the sample to at least
20 observations per two-digit industry or use four-digit industries,
in which case the relative shares are about 10 percent each prior
to the pandemic and jump to around 25 percent during the sudden
surge in inflation in the case of price increases. The results remain
essentially the same if we restrict the sample to a balanced panel.
We also observe similar patterns within manufacturing and retail,
but not in services. This finding suggests that variation between ser-
vices on the one hand, and manufacturing and retail on the other
also accounts for rising between-variation. Lastly, these results also
carry over to realized price changes.

Taken together, the initial downward price adjustments under-
lying the early decline in inflation occur broadly across industries.
This finding is arguably more consistent with relatively high impor-
tance of low aggregate demand (e.g., due to low sentiment or high
uncertainty), for negative supply shocks would result in more het-
erogeneous effects across industries. Section 3 further explores the
determinants of rising firm-level heterogeneity as well as the role
of industry-specific health risks in this episode. During the sud-
den surge, price increases become relatively more concentrated in
some, relatively large sectors. This finding suggests an increasing
relative importance of supply shortages. Section 4 further investi-
gates the role of skilled labor shortages, energy costs, (intermediate)
goods supply shortages, and oil exposure during this period and
finds goods supply shortages across sectors to be important. Over-
all, however, the share of price adjustments explained by variation
across industries remains below a third.

3. The Early Decline in Inflation

We focus on April and May 2020 to study price adjustment behavior
underlying the early decline in inflation for three reasons: First, at
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the beginning of the pandemic we can unambiguously tell whether a
price is higher or lower relative to the pre-pandemic period. That is
no longer possible as the pandemic evolves, as we do not observe the
intensive pricing margin. Second, the decline in inflation is most pro-
nounced in these months. Third, falsely reported price decreases due
to the VAT rate cut announced in June possibly raise the frequency
of price decreases across all firms and blur the analysis. However, in
light of Figure 1, we expect this effect to be small, if anything, and
uniform across firms.

We first infer the relative importance of demand and supply from
firms’ price adjustments behavior, relying on variation within indus-
tries. Thus, the analysis relates the observed rising firm-level het-
erogeneity during the early decline in inflation to the differential
impact of the pandemic across firms. We then address health risks
as a prominent narrative behind sector-level heterogeneity at the
onset of the pandemic.

3.1 Price Adjustment Behavior

Since April 2020, the ifo-BCS asks firms to assess the impact of the
COVID-19 pandemic on their business situation on a seven-point
scale ranging from −3 (“negative”) to +3 (“positive”). We refer
to these COVID-19 impact categories as “strongly negative” (−3),
“negative” (−2), “weakly negative” (−1), and “no impact” (0), with
analogous labels for the positive categories.

Section B.1 in Appendix B provides extensive descriptive statis-
tics on COVID-19 impact. We summarize the main findings. First,
there is substantial firm-level heterogeneity in COVID-19 impact
mirroring the large within-industry variation in price adjustments
of Section 2. Second, more adverse COVID-19 impact is associated
with worse business conditions, pessimistic business expectations,
lower capacity utilization, and stronger expected revenue losses. We
also find large heterogeneity in firms’ price-setting behavior dur-
ing the early decline in inflation that correlates with COVID-19
impact. As documented in Section B.2 in Appendix B, positively
affected firms tend to increase their prices, while negatively affected
firms tend to decrease their prices in all sectors, in particular
in retail/wholesale. In industries in which the majority of firms
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report low orders, negatively affected firms decrease prices more and
increase prices less.

We now formally explore differences in price adjustments across
COVID-19 impact categories during the early decline in inflation
in April and May 2020 while controlling for other determinants
of price-setting behavior. Our baseline analysis focuses on planned
price changes. We obtain similar results when we use realized price
changes or when we restrict our sample to open businesses, i.e., those
not affected by closure due to lockdowns.15

First, we estimate the following regression, separately for each
month-year t between 2018:M1 and 2020:M5:

Yi,t = δ−31
(
Cov idi,04/20 = −3

)
+ δ−21

(
Cov idi,04/20 = −2

)
+ δ{2;3}1

(
Cov idi,04/20 = 2 ∨ 3

)
+ X ′

i,t−3β + γs + ui,t. (2)

Here, Yi,t refers to an indicator for planned price increases or
decreases over the following three months for firm i. The indica-
tor variables group firms according to their COVID-19 impact in
April 2020 as being strongly negatively affected (Covid i,04/20 = −3),
negatively affected (Covid i,04/20 = −2), or positively affected
(Covid i,04/20 = 2∨3), while firms with weak or no COVID-19 impact
serve as the control group.16

In addition, we include two-digit NACE industry fixed effects
(γs), and separate indicators for positive and negative responses
to the questions about business situation, business expectations,
and orders, each lagged by three months and collected in Xi,t−3,
to control for past economic activity of firms.

Figure 3 shows the time series of the frequency of planned price
increases and decreases for each COVID-19 impact category, net of
controls. In every month, the difference between each line relative to
the group of firms with weak or no COVID-19 impact corresponds
to the estimated coefficient δi, with i = −3,−2, {2; 3}, from Equa-
tion (2). The frequency-weighted mean of all lines in a given month
equals the month’s sample mean.17

15See Figure A.3 and Table A.4 as well as Table A.5 in Appendix A.
16We group the positive COVID-19 impact categories because of their low

number of observations.
17See Yagan (2015) for a similar approach in a different context.
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Figure 3. Planned Price Adjustment Before
and During the COVID-19 Pandemic

Note: This figure shows the time series of the frequency of planned price
decreases (left) and price increases (right) for each grouped COVID-19 impact
category as of 2020:M4, net of controls. Firms are grouped according to their
COVID-19 impact in April 2020. In every month, the difference between each
line relative to firms with weak or no impact corresponds to the estimated coef-
ficient, δi, i = −3, −2, {2, 3} from Equation (2). The frequency-weighted average
of all lines in a given month equals the month’s sample average. The vertical red
line refers to March 2020, i.e., the month when the COVID-19 pandemic reached
Germany. Sample: 2018:M1–2020:M5.

Planned price changes display similar patterns across COVID-19
impact categories before the pandemic. The left panel of Figure 3
illustrates that the frequency of planned price decreases displays
essentially identical dynamics across impact categories prior to
2020:M3, indicated by the first vertical red line, when measures to
prevent the spread of COVID-19 were installed (see footnote 13).
Likewise, the right panel shows that the frequency of planned price
increases displays similar dynamics across impact categories prior
to 2020:M3. This suggests that these similar trends would have
continued in the absence of COVID-19.

However, we observe that price-setting behavior of firms in dif-
ferent COVID-19 impact categories is highly heterogeneous after
2020:M3. The frequency of planned price decreases skyrockets for
strongly negatively affected firms, rapidly rises for firms with neg-
ative impact, and remains at similar levels for positively affected
firms. There is no comparable spike in the frequency of planned price
increases that would suggest upward price pressure at the beginning
of the pandemic. The frequency of planned price increases remains at
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similar levels for firms with positive impact and falls for those with
(strongly) negative impact. Overall, this suggests a strongly disin-
flationary effect of COVID-19 impact and large differences across
firms within industries.

Next, we exploit the panel dimension of the ifo-BCS and the tim-
ing of events to account for level differences, seasonality, and busi-
ness cycle movements observable in Figure 3, i.e., slight upward and
downward trends in planned price decreases and increases, respec-
tively, consistent with the cooling of the German economy during
this period. We estimate the following panel regression on the sample
2018:M1 to 2020:M5:

Yi,t = δ−31 (Cov idi,t = −3) + δ−21 (Cov idi,t = −2)

+ δ{2;3}1 (Cov idi,t = 2 ∨ 3) + X ′
i,t−3β + αi + γt,s + ui,t. (3)

Month-year fixed effects (γt,s) at the level of two-digit NACE
industries flexibly control for industry-specific trends—for exam-
ple, due to differential reliance on oil in conjunction with the sharp
decline in oil prices. They also control for heterogeneous effects dur-
ing the COVID-19 pandemic across sectors. As before, we there-
fore rely on within-industry variation in pricing decisions due to
COVID-19 impact. Relative to Equation (2), we set the grouped
COVID-19 impact categories to zero for all observations prior to
2020:M4. Firm fixed effects absorb time-invariant characteristics in
price-setting behavior.

Figure 4 presents estimation results for planned price decreases
(blue; filled) and planned price increases (red; hollow). Panel A con-
tains estimates based on a sample pooling firms in all industries,
while panel B presents regression results when estimating Equa-
tion (3) separately for firms in manufacturing, retail/wholesale, and
services.18

On the one hand, firms reporting a negative impact of COVID-19
tend to lower prices. In the pooled sample of panel A, the prob-
ability of planned price decreases spikes by 10 percentage points
for firms strongly negatively affected, relative to the base category

18Panel A of Figure 4 refers to columns 3 and 6 of Table A.3 in Appendix A.
Columns 1 and 4 of that table contain, for completeness, estimation results when
only the COVID-19 impact category indicators are included in the regression.
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Figure 4. Effects of COVID-19 Impact
on Planned Price Adjustment

Note: This figure reports estimates from linear regressions of indicators for
planned price decreases/increases on indicators for COVID-19 impact cate-
gories in the pooled sample (left) and separately by sector (right), based on
Equation (3). COVID-19 impact measures the impact of COVID-19 on the cur-
rent business situation on a seven-point scale from −3 (“negative”) to +3 (“pos-
itive”) in the ifo-BCS, which we group and label “Strongly Negative” (−3),
“Negative” (−2), and “Positive” (+2 and +3), and the base category “Weak/No
Impact” (−1, 0, or +1). Control variables include separate indicators for positive
and negative responses to the questions about business situation, business expec-
tations, and orders, all lagged by three months. In addition, we control for firm
fixed effects and month-year fixed effects at the levels of two-digit NACE indus-
tries. Appendix C provides translations of all corresponding survey questions.
Ninety-five percent confidence bounds are based on standard errors clustered
at the firm level. Sample: 2018:M1–2020:M5. Columns 3 and 6 of Table A.3 in
Appendix A present the corresponding numerical estimates.

of weak or no COVID-19 impact, net of controls. For negatively
affected firms, the probability of planned price decreases rises by
about 5 percentage points. By contrast, positively affected firms
experience a decline in the chance of planned price decreases by
about 2 percentage points. All estimates are statistically significant
and economically very large compared to the unconditional two-
digit sectoral frequency of planned price decreases of 3.7 percent
and within-sector standard deviation equal to 3.4 percentage points
in the period 2018:M1–2019:M12.

On the other hand, negative COVID-19 impact is associated with
less frequent price increases. Strongly negatively affected firms dis-
play an approximately 4 percentage point lower chance of planned
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price increases. By contrast, firms that report a positive impact on
their business situation show an 8 percentage point rise in the prob-
ability of planned price increases, relative to the unconditional two-
digit sectoral frequency of 21.2 percent and within-sector standard
deviation equal 9.2 percentage points in 2018:M1–2019:M12.

Columns 2 and 5 of Table A.3 in Appendix A display results with
month-year fixed effects instead of time-by-industry fixed effects
(level differences across industries are absorbed by firm effects). The
coefficients are very similar compared to our main specification in
Figure 4. This result suggests that large firm-level heterogeneity
within industry plays an important role for price-setting behavior
during the early decline in inflation. This reflects the large within-
industry variation in COVID-19 impact described in Section 2.

Panel B of Figure 4 shows that (strongly) negative COVID-19
impact is associated with a higher probability of planned price
decreases across all sectors. The point estimate for the effect of pos-
itive COVID-19 impact on the chance of planned price increases
is similar across sectors but less precisely estimated if we do not
pool observations. A statistically significant decline in the probabil-
ity of planned price increases for firms reporting a strongly nega-
tive impact is only observable in the retail/wholesale sector, while
the drop in the probability of planned price decreases for positively
affected firms is significant only in manufacturing. The upshot is that
the main pattern of a higher chance of planned price decreases in
(strongly) negatively affected firms, which represent more than half
of all firms, is robust and not specific to any of the broad sectors we
consider.

While the large majority of firms generally does not plan to
change their prices (compare panel C of Table B.1 in Appendix B),
prices become more flexible across all COVID-19 impact categories.
Column 9 of Table A.3 in Appendix A shows that in firms with
strongly negative impact, the probability of planned price changes
increases by about 6 percentage points, reflecting the increased likeli-
hood of planned price decreases. The same is true for firms negatively
affected by COVID-19, which increase the chance of planned price
changes by about 3 percentage points. The probability of planned
price changes for firms with positive impact rises by about 5 percent-
age points, reflecting an increase in the probability of planned price
increases. Again, these estimates are economically sizable compared
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to the unconditional two-digit sectoral frequency of planned price
change of 24.9 percent and within-sector standard deviation equal
to 8.9 percentage points in the period 2018:M1–2019:M12.

These results speak to the relative importance of supply and
demand shortages at the beginning of the pandemic. The result that
negatively affected firms have a higher probability to decrease prices
suggests that demand shortages dominate. In a basic demand–supply
framework, a reduction in the supply of goods and services leads
to increasing prices, holding demand constant. Conversely, given
production, demand shortages lead to decreasing prices.

These results remain robust in five alternative specifications pre-
sented in Table A.6 in Appendix A. First, we weight the regressions
by firm size to account for the relative importance of a firm in aggre-
gate price indices.19 Second, we control for credit constraints. Finan-
cial frictions interact with price-setting behavior (Balleer, Hristov,
and Menno 2020; Gilchrist et al. 2017; Kim 2020) and possibly also
determine COVID-19 impact (Alekseev et al. 2023; Balduzzi et al.
2020). To measure credit constraints, we rely on a quarterly (at the
end of each quarter) question in the ifo-BCS that asks whether firms
negotiated for loans with banks over the past three months and, if
so, the terms offered. We define firms as credit constrained if their
most recent response was “restrictive” (in 2020:M4 and 2020:M5 we
use the 2020:M3 value, for instance) and add this indicator as a con-
trol. Financial constraints significantly reduce the frequency of price
increases, similar in size to COVID-19 impact. The estimated effects
of COVID-19 impact remain virtually unchanged in this case.

Third, we include industry-by-time fixed effects at the four-digit
instead of the two-digit industry level, which allows for differen-
tial effects within broader sectors but also reduces the number of
observations slightly due to some cells being occupied by a single
observation. Fourth, we restrict the sample to complete price spells
and add indicator variables to control for Taylor pricing, i.e., price
changes that occur in fixed time intervals (e.g., every six months;

19We construct firm weights following the procedure used by the ifo Institute
in calculating the ifo Business Climate Index (see Sauer and Wohlrabe 2020 for
details): The ifo-BCS micro data contain weights that are based on the number
of employees in manufacturing and based on revenues in retail, wholesale, and
services. The weights are scaled such that in a given industry their sum equals
that industry’s share in gross value-added.
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see Bachmann et al. 2019 and Lein 2010). Fifth, respondents may
also consider realized price changes in answering the survey ques-
tion on COVID-19 impact. Consequently, COVID-19 impact would
be lower if prices decreased for a given change in output. This con-
cern is partly alleviated by using planned price changes instead of
realized price changes. Here, we estimate Equation (3) on a subsam-
ple of firms which did not change prices in the current month. In all
of these alternative specifications, the main results remain robust.

3.2 Health Risks and Planned Price Adjustments

In this section, we investigate the role of health risks for price adjust-
ments during the early decline in inflation. Health risks associated
with physical contacts are a key characteristic of the COVID-19 pan-
demic. Adverse COVID-19 impact is associated with larger health
risks (see Section B.1 of Appendix B). For policy, it is critical to dif-
ferentiate between health risks and economic forces. If policymakers
seek to contain the pandemic at minimal economic cost, stimulus
policy to stabilize demand shortages related to health risks would
backfire, for instance.20

Yet, health risks vary mostly across sectors, and Section 2 shows
that between-industry variation does not play a dominant role in
price adjustments. Indeed, variation in health risks across sectors is
only weakly positively related to the frequency of price decreases and
very weakly negatively related to the frequency of price increases, as
Section B.1 of Appendix B documents. We therefore expect the role
of health risks for price changes during the early decline in inflation
to be limited.

To explore this more formally, we split the sample by health risk
exposure at the sectoral level. We use O*NET survey data to meas-
ure contact intensity to co-workers and customers at work at the
five-digit industry level.21 Possible answer categories for the relevant

20Fetzer (2022), for example, shows that a subsidy for food and non-alcoholic
drinks in restaurants in the United Kingdom had a causal effect on higher
COVID-19 infection rates.

21We thank Martin Popp for constructing this data by weighting the O*NET
survey information on physical proximity with occupational employment per
sector using the Integrated Employment Biographies (IEB) of the Institute for
Employment Research (IAB) in Germany. More details about the O*NET data
are available here: https://www.onetonline.org/find/descriptor/result/4.C.2.a.3.
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Figure 5. Effects of Health Risk Exposure
on Planned Price Adjustment

Note: The figure shows the time series of the frequency of planned price decreases
(left) and planned price increases (right) by health risk exposure, net of controls.
“High health risk exposure” refers to the group of firms in industries with above-
median O*NET contact intensity and below-median capacity to work from home
by Alipour, Falck, and Schüller (2021). The remaining firms are classified as “low
health risk exposure.” The vertical red line refers to March 2020, i.e., the month
when the COVID-19 pandemic reached Germany. See notes to Figure 3 for details
on the construction of these figures. Sample: 2018:M1–2020:M5.

question range from 0 (“I don’t work near other people (beyond
100 ft.)”) to 100 (“Very close (near touching)”). We combine this
measure with the share of workers in each two-digit industry able
to work from home (WfH) provided by Alipour, Falck, and Schüller
(2021) and define “high health risk exposure” by above-median con-
tact intensity and below-median WfH capacity.22 The remaining
observations are grouped as “low health risk exposure.”

First, we re-estimate Equation (2) replacing COVID-19 impact
with this indicator for high health risk exposure. Figure 5 shows the
observed trends in the probability of planned price decreases and
planned price increases of high health risk exposure sectors parallel
those of low health risk exposure sectors. In panel B, the probability
of planned price increases is in general higher for high health risk
exposure sectors. During the COVID-19 pandemic, the probability

22Results are similar if we only use above-median O*NET contact intensity
to define high health risk exposure. Table A.2 in Appendix A provides summary
statistics for these COVID-19 infection risk proxy variables by two-digit industry.
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of planned price decreases rises and the probability of planned price
increases drops in both groups, but relatively stronger so in high
health risk exposure sectors.

Next, we quantify the differential effect of high risk exposure dur-
ing the COVID-19 pandemic in a difference-in-differences regression:

Yi,t = δ11 (HighHealthRiski = 1) + δ21 (CrisisPeriod = 1)

+ δ31 (HighHealthRiski = 1) × 1 (CrisisPeriod = 1)

+ X ′
i,t−3β + ui,t. (4)

Again, Yi,t denotes an indicator for a planned price decrease or
a planned price increase of firm i at time t, controlling for past
economic activity (Xi,t−3). The coefficient δ1 captures any level dif-
ferences in the probability to change prices between high and low
health risk exposure before the COVID-19 pandemic. The coeffi-
cient δ2 measures a level effect on the probability to change prices
of low health risk exposure firms during the COVID-19 pandemic
after 2020:M3. The coefficient δ3 describes the differential effect on
high health risk exposure firms.

Table 1 presents results. Column 1 shows that high health risk
exposure firms are about 5 percentage points more likely to decrease
their price during the COVID-19 pandemic relative to low health risk
exposure firms. The probability of a planned price decrease remains
significantly elevated by about 6 percentage points in low health
risk exposure firms, consistent with the notion of firm-level hetero-
geneity and additional demand forces affecting planned price-setting
behavior during the COVID-19 pandemic. Column 3 shows that the
probability of planned price increases drops during the COVID-19
pandemic and is not statistically different across low and high health
risk exposure.23

As alternatives to the health risk exposure measure constructed
from the O*NET contact intensity index and the WfH capacity

23We also investigated spillover effects between low and high health risk firms
through the input-output network. To do so, we added an interaction term of
health risks in two-digit industries upstream or downstream, weighted by their
input or output shares, and a crisis period indicator, without any effect on the
reported estimates.
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index, we also consider the heuristic classification of “high con-
tact goods and services” by Eichenbaum et al. (2020). Columns 2
and 4 report estimates using this alternative measure and show
that the probability of a planned price decrease increases during
the COVID-19 pandemic. However, the effect on high health risk
exposure firms is not statistically different from those of low health
risk exposure firms in the case of price decreases. These firms are
significantly more likely to raise their prices during the early decline
in inflation, though.

In sum, our results suggest that exposure to health risks plays a
significant role for price adjustment between sectors. However, a sub-
stantial part of the decline in price adjustments cannot be associated
with health risks.

4. The Sudden Surge in Inflation

We now study the sudden surge in inflation in 2021. First, are those
firms that were adversely affected at the beginning of the pandemic
and that decreased their prices more likely to raise their prices in
2021? Second, does the relative importance of supply and demand
shift over time? To this end, we study firms’ subjective perceptions
about the adverse effects of the pandemic given in the survey. Third,
the variance decomposition in Section 2 shows that, unlike the early
decline in inflation, this episode is associated with an increase in the
relative importance of variation across industries up to a third. What
explains this increase? We study industry variation in intermediate
input supply shortages, labor supply shortages, and exposure to oil
and energy prices.

4.1 Price Adjustment Behavior

Figure 6 shows how COVID-19 impact affects price-setting behav-
ior through 2021:M8. Here, we re-estimate Equation (3) replacing
current COVID-19 impact with its average between 2020:M4 and
2021:M3. We use the average of COVID-19 impact to fix the com-
position of firms and study whether these firms are more likely to
raise prices during the sudden surge. Fixing the composition does
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Figure 6. Planned Price Adjustment until August 2021

Note: This figure shows the time series of the frequency of planned price
decreases (left) and price increases (right) for each grouped COVID-19 impact
category net of controls. Firms are grouped according to their average value of
COVID-19 impact between April 2020 and March 2021, rounded to the next inte-
ger. In every month, the difference between each line relative to firms with weak
or no impact corresponds to the estimated coefficient δi, i = −3, −2, {2, 3} from
Equation (2). The frequency-weighted average of all lines in a given month equals
the month’s sample average. The vertical red lines refer to March 2020, i.e., the
month when the COVID-19 pandemic reached Germany, and July 2020 and Jan-
uary 2021, when the value-added tax was temporarily decreased and reverted to
the original level, respectively. Sample period: 2018:M1–2021:M8.

not affect the results, as COVID-19 impact is very persistent over
time.24

At the onset of the crisis, these effects compare to those we esti-
mate in the previous section shown in Figure 4. Negatively affected
firms plan to decrease their prices more often throughout the pan-
demic. The effect on the frequency of planned price decreases spikes
at the onset of the pandemic, then declines and rises again towards
the end of 2020 when the second wave of the pandemic hits Germany.
The frequency to decrease prices drops towards the end of the
sample.

The surge in price increases is not primarily driven by firms
adversely affected at the beginning of the COVID-19 pandemic that

24Figure A.4 in Appendix A shows that the share of firms within each
COVID-19 impact category is persistent over time. Relative to Table B.1 in
Appendix B, the average relationship between COVID-19 impact and business
conditions, business expectations, capacity utilization, expected revenue changes,
and price-setting behavior in the full sample is essentially unchanged.
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increase their prices more often in 2021. Even though the estimated
probability to decrease prices converges across COVID-19 impact
groups, negatively affected firms still decrease prices more often than
positively affected firms. At the beginning of the pandemic, the fre-
quency of planned price increases falls across all COVID-19 impact
categories bar positively affected firms, bottoms out in 2020:M7, and
starts to strongly climb in 2020:M9 across firms to levels well above
those before the pandemic. Still, positively affected firms continue to
be more likely to revise prices upwards than weakly and negatively
affected firms.25 A similar pattern emerges when we directly con-
dition on pricing decisions early in the pandemic independent from
COVID-19 impact. Only a third of the firms that decreased their
prices in April 2020 increase their prices in June, July, or August
2021. The corresponding frequency of those firms that increased
their prices in April 2020 is twice as high.26

One caveat of our analysis is that we do not observe the inten-
sive margin of price adjustment. It is possible that adversely affected
firms do not increase prices more often, but when they do, they
increase prices more substantially. Yet, a substantial share of more
than 60 percent of adversely affected firms chooses no price increases
at all.

The VAT rate cut in 2020:M6 does not appear to impede the
analysis. There are no abrupt changes in the differential effects across
COVID-19 impact categories, the variation which the estimation
strategy we pursue relies upon. To the extent that some firms falsely
report price changes, these will be most likely absorbed by the time
fixed effect.

4.2 Firms’ Perceptions

In addition to differences in pricing across COVID-19 impact,
Figure 6 shows that price increases become more frequent overall,
speaking to the increasing relative importance of supply. We col-
lect additional direct descriptive evidence for the extended sample
which corroborates the relative importance of supply. In June 2020,
November 2020, February 2021, and June 2021, the ifo-BCS added

25Figure A.3 in Appendix A documents the estimated effect on realized prices.
26See Figure A.5 in Appendix A.
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a question asking managers about the subjective reasons for the
adverse effects of COVID-19 (SQ6 in Appendix C). Specifically, the
question assesses the adverse effects of financing conditions, labor
input, supply-chain disruptions (goods supply), government contain-
ment regulations, and demand (domestic and foreign, separately)
due to the COVID-19 crisis. Possible answer categories range from
“no effect” (+1) to “large adverse effect” (+5). To capture their
relative importance at the firm level at a given point in time, we
compare each subjective reason relative to the firm mean of all
those remaining. Figure 7 shows the relative importance of the three
predominant subjective reasons for the pooled sample and sepa-
rately for each sector. Positive values represent relatively important
reasons and negative values relatively unimportant reasons. Over-
all, deficiencies in domestic and foreign demand dominate as the
most important determinant for adverse economic effects through
the spring of 2021. This independent evidence reinforces the rela-
tive importance of demand inferred from price adjustment behavior
in the previous section. After that, supply shortages become the
most adverse effect. Patterns are qualitatively similar across sec-
tors. Demand shortages, especially in foreign demand, are perceived
as more important among manufacturing firms, while goods supply
shortages are more important in retail/wholesale and less in services.

Lastly, demand deficiencies at the onset are not related to sup-
ply shortages later on in the pandemic. Figure A.6 in Appendix A
relates the relative importance of demand and supply, respectively,
in June 2020 to June 2021 net of sectoral fixed effects and controls.
While the relative importance of supply increased for all industries,
there is no apparent shift from relative demand to relative supply
within industry.

4.3 Sectoral Outcomes

Figure 8 relates planned price increases to potential sources of
upward pressures on prices across sectors. The left column plots the
share of firms with planned price increases in a given sector against
the share of firms perceiving (skilled) labor and (intermediate) goods
shortages. The right column plots the share of firms with planned
price increases against the share of energy costs and oil exposure
in total production in a given sector. All panels aggregate at the
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Figure 7. Subjective Reasons for Adverse
Economic Effects of COVID-19

Note: This figure shows the relative subjective importance of domestic and for-
eign demand as well as goods supply as reasons for the adverse economic effects
of COVID-19 on firm business activity. Supplementary questions in the ifo-BCS
ask firms to assess the adverse effects due to COVID-19 of financing conditions,
demand (domestic and foreign, separately), labor input, supply-chain disruptions,
and government containment regulations. Appendix C provides the corresponding
translated survey questions. Possible answers categories range from “no effect”
(+1) to “large adverse effect” (+5). To capture their relative importance at the
firm level at a given point in time, we compare each subjective reason relative to
the firm mean of all those remaining, and then average across firms. Thus, positive
values reflect relatively more important reasons. Subjective reasons data are avail-
able in June 2020, November 2020, February 2021, and June 2021. Panel A covers
the total sample; panels B through D cover the manufacturing, retail/wholesale,
and services industries, respectively.

two-digit NACE industry level and use data on planned price
increases from July 2021. We observe skilled labor supply shortages
and oil price exposure for the entire economy, (intermediate) goods
supply shortages in manufacturing and retail/wholesale, and energy
costs only in manufacturing. The size of each bubble represents the
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Figure 8. Planned Price Increases
on Sector Level in July 2021

Note: This figure shows the share of planned price increases in relation to goods
supply shortage, skilled labor supply shortage, oil price exposure, and energy
costs at the two-digit NACE industry level in July 2021. Goods supply shortage
is the share of firms in a given sector that reports to be constrained by lack of
material/intermediates. Skilled labor supply shortage is the share of firms in a
given sector that reports to be constrained by lack of skilled labor. Both meas-
ures derive from Q7 in Appendix C. Oil price exposure is the share of oil and
oil-related (measured as the input share of cokery and oil products times the share
of oil input in that sector) inputs in total production from the 2016 input-output
matrix. We winsorize the oil exposure share in four sectors at 1. Energy costs is
the total share of energy in gross production value. Both statistics are obtained
from the Federal Statistical Office. Goods supply shortages are only available for
manufacturing and retail/wholesale sectors. Energy costs are only available for
the manufacturing sectors. The linear fit shown is from Table A.7 in Appendix A.

relative number of firms in each sector. We label the five sectors
from Section 2 that contribute most to the rise in between-variance.

(Intermediate) Goods supply shortages are positively associated
with price increases during the surge in inflation. Table A.7 in
Appendix A contains univariate and joint regression results for the
share of planned price increases on each of the variables shown. The
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negative relation between price increases and labor shortages is sta-
tistically insignificant, and labor shortages in sectors that drive the
surge in between-variance do not stand out. The share of energy
costs in general does not significantly relate to price increases.
The sectors that drive the sudden surge in inflation rather tend to
have large oil exposure and in particular perceive (intermediate)
goods supply shortages. In a multivariate regression on all vari-
ables, (intermediate) goods supply shortages emerge as the single
significant explanatory variable for planned price increases. A 10
percentage point increase in the share of firms perceiving (inter-
mediate) goods supply shortages is associated with a rise in the
share of planned price increases by 4.6 percentage points. These
results suggest that supply-chain disruptions in some sectors drive
the increase in between-variance. Consistent with this evidence, we
find that indicators for retail/wholesale and manufacturing alone
can explain 67 percent of the sectoral differences (see column 8 in
Table A.7). Hence, prices for goods and services diverge strongly.
Rising sectoral heterogeneity in turn accounts for up to a third of the
observed price adjustments during the sudden surge in inflation (see
Section 2).

5. Conclusion

We infer the relative importance of demand and supply during
the COVID-19 pandemic by studying price-setting behavior and
subjective perceptions in German firm-level survey data. The esti-
mates presented in Figure 4 imply that, at the onset of the pan-
demic, (strongly) negative COVID-19 impact is associated with a
5 (10) percentage point increase in the probability of planned price
decreases, relative to weak or no COVID-19 impact. Differences in
health risks across sectors are important, but do not account for
the substantial heterogeneity in price adjustment behavior within
industries. Through the lens of a simple demand–supply framework,
these results thus suggest an important role for demand shortages,
driven by economic forces, at the onset of the COVID-19 pandemic.
Otherwise, a reduction in supply would have reversed the observed
price-setting behavior, with higher probability of price increases
associated with negative COVID-19 impact. The fact that survey
respondents report demand shortages as the primary reason for the
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adverse effects due to COVID-19, both at the onset of the pandemic
and as it unfolds, provides additional, more direct evidence in sup-
port of this result. Our results provide reduced-form evidence for
theoretical channels that highlight the role of demand deficiencies
in the pandemic and suggest a role for policy to stabilize aggregate
demand while containing the COVID-19 pandemic.

The fact that within-industry variation accounts for the bulk of
price adjustments during the early decline in inflation is no contra-
diction to the body of theoretical and quantitative work that con-
siders the role of sectoral heterogeneity, but highlights the relative
importance of firm heterogeneity. The propagation channels stressed
by this literature (e.g., complementarities in consumption or input-
output networks) possibly also operate within industries. Additional
reasons for within-sector heterogeneity—for instance, management
skills or other business characteristics such as online representation
or service (see Bloom, Fletcher, and Yeh 2021 for direct evidence)—
need to be considered as well. This result is important for policy,
as it advises caution against targeted industry-specific stimulus to
buffer the COVID-19 shock.

Upward price adjustments during the sudden surge in inflation
are not due to adversely affected firms that lowered their prices at
the beginning of the pandemic. Instead, we find broad-based (inter-
mediate) goods supply shortages across firms as well as some het-
erogeneity in industry exposure to account for the sudden surge in
inflation. A key question for inflation dynamics therefore is the per-
sistence of goods supply shortages. Labor supply shortages, energy
prices, and oil exposure are not significantly correlated across sectors
once we control for goods supply shortages.

Another potentially important determinant of price adjustment
are firms’ inflation expectations. Ongoing data collection efforts
show that firms’ inflation expectations in our sample have sub-
stantially increased from below 2 percent in 2020:M12 to over 3.5
percent in 2021:M9 on average (see Figure A.7 in Appendix A).
They therefore potentially contribute significantly and substan-
tially to the surge in price increases. At this moment, we are
not able to link these expectations to the firm-level pricing deci-
sions in our sample and investigate this channel more closely. We
leave this exploration to future work once data linkage becomes
possible.
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Figure A.3. Realized Price Adjustment before
and during the COVID-19 Pandemic

Note: This figure shows the time series of the frequency of realized price decreases
(left) and price increases (right) for each grouped COVID-19 impact category
net of controls. Firms are grouped according to their average COVID-19 impact
between April 2021 and March 2020. In every month, the difference between each
line relative to firms with weak or no impact corresponds to the estimated coef-
ficient δi, i = −3, −2, {2, 3} from Equation (2). The frequency-weighted average
of all lines in a given month equals the month’s sample average. The vertical red
lines refer to March 2020, i.e., the month when the COVID-19 pandemic reached
Germany, and July 2020 and January 2021 when the value-added tax was tem-
porarily decreased and increased back to the original level, respectively. Sample:
2018:M1–2021:M7.

Figure A.4. COVID-19 Impact over Time

Note: This figure plots the shares of firms by COVID-19 impact over time.
COVID-19 impact measures the impact of COVID-19 on the current business
situation on a seven-point scale from −3 (“negative”) to +3 (“positive”) in the
ifo-BCS, which we group and label “Strongly Negative Impact” (−3), “Negative
Impact” (−2), “Weak/No Impact” (−1, 0, or +1), and “Positive Impact” (+2
and +3), respectively. Appendix C provides a translation of the corresponding
survey question.
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Figure A.5. Planned Price Increases in 2021
Grouped by Price Plans in April 2020

Note: This figure shows the frequency of planned price increases in June, July,
and August 2021. Firms are grouped according to their planned price changes in
April 2020.

Figure A.6. Relative Importance of
Demand and Supply over Time

Note: This figure compares the relative subjective importance of domestic
demand and goods supply in June 2020 and June 2021 net of sectoral fixed
effects and the same controls as in Equation (2). Supplementary questions in the
ifo-BCS ask firms to assess the adverse effects due to COVID-19 of financing
conditions, demand (domestic and foreign, separately), labor input, supply-chain
disruptions, and government containment regulations. Appendix C provides the
corresponding translated survey questions. Possible answers categories range from
“no effect” (+1) to “large adverse effect” (+5). To capture their relative impor-
tance at the firm level at a given point in time, we compare each subjective reason
relative to the firm mean of all those remaining, and then average across firms.
Thus, positive values reflect relatively more important reasons.
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Figure A.7. Inflation Expectations of Firms
in the ifo-BCS over Time

Note: This figure plots (A) the sample mean and (B) the median of expected CPI
inflation in Germany 12 months ahead. The inflation expectations are elicited on
a quarterly basis in a new survey module among the firms in the ifo-BCS, which,
however, cannot be linked to firms’ pricing decisions in the main survey that we
use in this paper, yet.
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hü
lle

r
(2

02
1)

.
“H

ig
h

C
on

ta
ct

In
te

ns
it
y”

is
an

in
di

ca
to

r
th

at
is

on
e

if
th

e
in

du
st

ry
is

cl
as

si
fie

d
as

“h
ig

h
co

nt
ac

t
go

od
s

an
d

se
rv

ic
es

”
fo

llo
w

in
g

a
he

ur
is

ti
c

cl
as

si
fic

at
io

n
by

E
ic

he
nb

au
m

et
al

.
(2

02
0)

.
T

he
nu

m
b
er

of
ob

se
rv

at
io

ns
re

fe
rs

to
th

e
nu

m
b
er

of
fir

m
s

in
th

e
if
o-

B
C

S
w

av
e

of
20

20
:M

4–
20

20
:M

5
an

d
se

t
to

“N
A

”
du

e
to

da
ta

pr
ot

ec
ti

on
is

su
es

if
th

e
nu

m
b
er

of
ob

se
rv

at
io

ns
p
er

in
du

st
ry

is
sm

al
le

r
th

an
or

eq
ua

l
to

th
re

e.



Vol. 20 No. 1 Demand or Supply? Price Adjustment Heterogeneity 133

T
ab

le
A

.3
.

E
ff
ec

ts
of

th
e

C
O

V
ID

-1
9

P
an

d
em

ic
on

P
la

n
n
ed

P
ri

ce
A

d
ju

st
m

en
t

P
la

n
n
ed

P
ri

ce
D

ec
re

as
e

P
la

n
n
ed

P
ri

ce
In

cr
ea

se
P

la
n
n
ed

P
ri

ce
C

h
an

ge

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

St
ro

ng
ly

N
eg

.
0.

16
**

*
0.

11
**

*
0.

10
**

*
–0

.1
3*

**
–0

.0
34

**
*

–0
.0

41
**

*
0.

03
2*

**
0.

07
4*

**
0.

06
4*

**
(0

.0
07

5)
(0

.0
09

0)
(0

.0
09

9)
(0

.0
05

6)
(0

.0
09

3)
(0

.0
09

9)
(0

.0
08

6)
(0

.0
12

)
(0

.0
13

)
N

eg
at

iv
e

0.
08

7*
**

0.
05

0*
**

0.
05

1*
**

–0
.1

4*
**

–0
.0

22
**

–0
.0

23
**

*
–0

.0
57

**
*

0.
02

8*
*

0.
02

8*
*

(0
.0

07
4)

(0
.0

08
5)

(0
.0

08
7)

(0
.0

05
9)

(0
.0

08
8)

(0
.0

08
9)

(0
.0

08
9)

(0
.0

12
)

(0
.0

12
)

P
os

it
iv

e
–0

.0
09

2
–0

.0
23

**
–0

.0
22

*
0.

03
3

0.
07

8*
**

0.
07

6*
**

0.
02

3
0.

05
4*

*
0.

05
4*

*
(0

.0
09

2)
(0

.0
11

)
(0

.0
12

)
(0

.0
21

)
(0

.0
21

)
(0

.0
22

)
(0

.0
21

)
(0

.0
23

)
(0

.0
24

)

O
bs

er
va

ti
on

s
14

5,
85

6
12

4,
06

8
12

3,
90

4
14

5,
85

6
12

4,
06

8
12

3,
90

4
14

5,
85

6
12

4,
06

8
12

3,
90

4
C

on
tr

ol
s

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

T
im

e
F
E

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

T
im

e
×

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

In
du

st
ry

F
E

F
ir

m
F
E

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o
te

:
T

hi
s
ta

bl
e

re
p
or

ts
es

ti
m

at
es

fr
om

lin
ea

r
re

gr
es

si
on

s
of

in
di

ca
to

rs
fo

r
pl

an
ne

d
pr

ic
e

de
cr

ea
se

s/
in

cr
ea

se
s/

ch
an

ge
s
on

in
di

ca
to

rs
fo

r
C

O
V

ID
-1

9
im

pa
ct

ca
te

go
ri

es
,
ba

se
d

on
E

qu
at

io
n

(3
).

C
O

V
ID

-1
9

im
pa

ct
m

ea
su

re
s

th
e

im
pa

ct
of

C
O

V
ID

-1
9

on
th

e
cu

rr
en

t
bu

si
ne

ss
si

tu
at

io
n

on
a

se
ve

n-
p
oi

nt
sc

al
e

fr
om

−
3

(“
ne

ga
ti

ve
”)

to
+

3
(“

p
os

it
iv

e”
)
in

th
e

if
o-

B
C

S,
w

hi
ch

w
e

gr
ou

p
an

d
la

b
el

“S
tr

on
gl

y
N

eg
at

iv
e”

(−
3)

,
“N

eg
at

iv
e”

(−
2)

,
an

d
“P

os
it

iv
e”

(+
2

an
d

+
3)

,
an

d
th

e
ba

se
ca

te
go

ry
“W

ea
k/

N
o

Im
pa

ct
”

(−
1,

0,
or

+
1)

.
C

on
tr

ol
va

ri
ab

le
s

in
cl

ud
e

se
pa

ra
te

in
di

ca
to

rs
fo

r
p
os

it
iv

e
an

d
ne

ga
ti

ve
re

sp
on

se
s

to
th

e
qu

es
ti

on
s

ab
ou

t
bu

si
ne

ss
si

tu
at

io
n,

bu
si

ne
ss

ex
p
ec

ta
ti

on
s,

an
d

or
de

rs
,
al

l
la

gg
ed

by
th

re
e

m
on

th
s.

A
pp

en
di

x
C

pr
ov

id
es

tr
an

sl
at

io
ns

of
al

l
co

rr
es

p
on

di
ng

su
rv

ey
qu

es
ti

on
s.

In
du

st
ry

fix
ed

eff
ec

ts
ar

e
at

th
e

tw
o-

di
gi

t
W

Z
08

le
ve

l.
T

im
e

fix
ed

eff
ec

ts
ar

e
at

th
e

m
on

th
-y

ea
r

le
ve

l.
St

an
da

rd
er

ro
rs

in
pa

re
nt

he
se

s
ar

e
cl

us
te

re
d

at
th

e
fir

m
le

ve
l.

Sa
m

pl
e:

20
18

:M
1–

20
20

:M
5.

*p
<

0.
10

,
**

p
<

0.
05

,
**

*p
<

0.
01

.



134 International Journal of Central Banking February 2024

T
ab

le
A

.4
.

E
ff
ec

ts
of

th
e

C
O

V
ID

-1
9

P
an

d
em

ic
on

R
ea

li
ze

d
P

ri
ce

A
d
ju

st
m

en
t

R
ea

li
ze

d
P

ri
ce

D
ec

re
as

e
R

ea
li
ze

d
P

ri
ce

In
cr

ea
se

R
ea

li
ze

d
P

ri
ce

C
h
an

ge

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

St
ro

ng
ly

N
eg

.
0.

08
9*

**
0.

04
6*

**
0.

04
2*

**
–0

.0
95

**
*

–0
.0

20
**

–0
.0

20
**

–0
.0

06
6

0.
02

6*
*

0.
02

3*
(0

.0
07

1)
(0

.0
08

7)
(0

.0
09

8)
(0

.0
04

4)
(0

.0
08

3)
(0

.0
09

0)
(0

.0
08

0)
(0

.0
11

)
(0

.0
12

)
N

eg
at

iv
e

0.
04

4*
**

0.
02

4*
**

0.
02

7*
**

–0
.0

93
**

*
–0

.0
13

–0
.0

15
*

–0
.0

49
**

*
0.

01
2

0.
01

2
(0

.0
07

1)
(0

.0
08

3)
(0

.0
08

7)
(0

.0
04

9)
(0

.0
07

9)
(0

.0
08

1)
(0

.0
08

2)
(0

.0
11

)
(0

.0
11

)
P
os

it
iv

e
–0

.0
01

9
–0

.0
11

–0
.0

16
0.

04
3*

*
0.

02
4

0.
03

5
0.

04
1*

0.
01

3
0.

01
9

(0
.0

12
)

(0
.0

14
)

(0
.0

14
)

(0
.0

20
)

(0
.0

22
)

(0
.0

22
)

(0
.0

23
)

(0
.0

24
)

(0
.0

25
)

O
bs

er
va

ti
on

s
12

2,
44

0
10

6,
79

4
10

6,
65

7
12

2,
44

0
10

6,
79

4
10

6,
65

7
12

2,
44

0
10

6,
79

4
10

6,
65

7
C

on
tr

ol
s

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

T
im

e
F
E

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

T
im

e
×

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

In
du

st
ry

F
E

F
ir

m
F
E

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o
te

:
T

hi
s

ta
bl

e
re

p
or

ts
es

ti
m

at
es

fr
om

lin
ea

r
re

gr
es

si
on

s
of

in
di

ca
to

rs
fo

r
re

al
iz

ed
pr

ic
e

de
cr

ea
se

s/
in

cr
ea

se
s/

ch
an

ge
s

on
in

di
ca

to
rs

fo
r

C
O

V
ID

-1
9

im
pa

ct
ca

te
go

ri
es

,
ba

se
d

on
E

qu
at

io
n

(3
).

C
O

V
ID

-1
9

im
pa

ct
m

ea
su

re
s

th
e

im
pa

ct
of

C
O

V
ID

-1
9

on
th

e
cu

rr
en

t
bu

si
ne

ss
si

tu
at

io
n

on
a

se
ve

n-
p
oi

nt
sc

al
e

fr
om

−
3

(“
ne

ga
ti

ve
”)

to
+

3
(“

p
os

it
iv

e”
)
in

th
e

if
o-

B
C

S,
w

hi
ch

w
e

gr
ou

p
an

d
la

b
el

“S
tr

on
gl

y
N

eg
at

iv
e”

(−
3)

,
“N

eg
at

iv
e”

(−
2)

,
an

d
“P

os
it

iv
e”

(+
2

an
d

+
3)

,
an

d
th

e
ba

se
ca

te
go

ry
“W

ea
k/

N
o

Im
pa

ct
”

(−
1,

0,
or

+
1)

.
C

on
tr

ol
va

ri
ab

le
s

in
cl

ud
e

se
pa

ra
te

in
di

ca
to

rs
fo

r
p
os

it
iv

e
an

d
ne

ga
ti

ve
re

sp
on

se
s

to
th

e
qu

es
ti

on
s

ab
ou

t
bu

si
ne

ss
si

tu
at

io
n,

bu
si

ne
ss

ex
p
ec

ta
ti

on
s,

an
d

or
de

rs
,
al

l
la

gg
ed

by
th

re
e

m
on

th
s.

A
pp

en
di

x
C

pr
ov

id
es

tr
an

sl
at

io
ns

of
al

l
co

rr
es

p
on

di
ng

su
rv

ey
qu

es
ti

on
s.

In
du

st
ry

fix
ed

eff
ec

ts
ar

e
at

th
e

tw
o-

di
gi

t
W

Z
08

le
ve

l.
T

im
e

fix
ed

eff
ec

ts
ar

e
at

th
e

m
on

th
-y

ea
r

le
ve

l.
St

an
da

rd
er

ro
rs

in
pa

re
nt

he
se

s
ar

e
cl

us
te

re
d

at
th

e
fir

m
le

ve
l.

Sa
m

pl
e:

20
18

:M
1–

20
20

:M
5.

*p
<

0.
10

,
**

p
<

0.
05

,
**

*p
<

0.
01

.



Vol. 20 No. 1 Demand or Supply? Price Adjustment Heterogeneity 135

T
ab

le
A

.5
.

E
ff
ec

ts
of

th
e

C
O

V
ID

-1
9

P
an

d
em

ic
on

P
la

n
n
ed

P
ri

ce
A

d
ju

st
m

en
t:

O
n
ly

O
p
en

F
ir

m
s

P
la

n
n
ed

P
ri

ce
D

ec
re

as
e

P
la

n
n
ed

P
ri

ce
In

cr
ea

se
P

la
n
n
ed

P
ri

ce
C

h
an

ge

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

St
ro

ng
ly

N
eg

.
0.

16
**

*
0.

10
**

*
0.

10
**

*
–0

.1
4*

**
–0

.0
34

**
*

–0
.0

32
**

*
0.

02
2*

*
0.

07
0*

**
0.

07
0*

**
(0

.0
08

7)
(0

.0
11

)
(0

.0
12

)
(0

.0
06

4)
(0

.0
11

)
(0

.0
11

)
(0

.0
10

)
(0

.0
15

)
(0

.0
15

)
N

eg
at

iv
e

0.
08

4*
**

0.
04

2*
**

0.
04

3*
**

–0
.1

4*
**

–0
.0

24
**

–0
.0

19
**

–0
.0

57
**

*
0.

01
9

0.
02

3*
(0

.0
07

7)
(0

.0
09

4)
(0

.0
09

7)
(0

.0
06

3)
(0

.0
09

3)
(0

.0
09

4)
(0

.0
09

5)
(0

.0
13

)
(0

.0
13

)
P
os

it
iv

e
–0

.0
00

53
–0

.0
18

–0
.0

08
6

0.
03

4
0.

06
8*

**
0.

06
3*

**
0.

03
3

0.
05

0*
*

0.
05

5*
*

(0
.0

09
6)

(0
.0

12
)

(0
.0

13
)

(0
.0

21
)

(0
.0

22
)

(0
.0

23
)

(0
.0

22
)

(0
.0

24
)

(0
.0

25
)

O
bs

er
va

ti
on

s
11

0,
95

2
93

,9
67

93
,7

72
11

0,
95

2
93

,9
67

93
,7

72
11

0,
95

2
93

,9
67

93
,7

72
C

on
tr

ol
s

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

T
im

e
F
E

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

T
im

e
×

N
o

N
o

Y
es

N
o

N
o

Y
es

N
o

N
o

Y
es

In
du

st
ry

F
E

F
ir

m
F
E

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o

Y
es

Y
es

N
o
te

:
T

hi
s
ta

bl
e

re
p
or

ts
es

ti
m

at
es

fr
om

lin
ea

r
re

gr
es

si
on

s
of

in
di

ca
to

rs
fo

r
pl

an
ne

d
pr

ic
e

de
cr

ea
se

s/
in

cr
ea

se
s/

ch
an

ge
s
on

in
di

ca
to

rs
fo

r
C

O
V

ID
-1

9
im

pa
ct

ca
te

go
ri

es
,
ba

se
d

on
E

qu
at

io
n

(3
).

C
O

V
ID

-1
9

im
pa

ct
m

ea
su

re
s

th
e

im
pa

ct
of

C
O

V
ID

-1
9

on
th

e
cu

rr
en

t
bu

si
ne

ss
si

tu
at

io
n

on
a

se
ve

n-
p
oi

nt
sc

al
e

fr
om

−
3

(“
ne

ga
ti

ve
”)

to
+

3
(“

p
os

it
iv

e”
)
in

th
e

if
o-

B
C

S,
w

hi
ch

w
e

gr
ou

p
an

d
la

b
el

“S
tr

on
gl

y
N

eg
at

iv
e”

(−
3)

,
“N

eg
at

iv
e”

(−
2)

,
an

d
“P

os
it

iv
e”

(+
2

an
d

+
3)

,
an

d
th

e
ba

se
ca

te
go

ry
“W

ea
k/

N
o

Im
pa

ct
”

(−
1,

0,
or

+
1)

.
C

on
tr

ol
va

ri
ab

le
s

in
cl

ud
e

se
pa

ra
te

in
di

ca
to

rs
fo

r
p
os

it
iv

e
an

d
ne

ga
ti

ve
re

sp
on

se
s

to
th

e
qu

es
ti

on
s

ab
ou

t
bu

si
ne

ss
si

tu
at

io
n,

bu
si

ne
ss

ex
p
ec

ta
ti

on
s,

an
d

or
de

rs
,

al
l

la
gg

ed
by

th
re

e
m

on
th

s.
A

pp
en

di
x

C
pr

ov
id

es
tr

an
sl

at
io

ns
of

al
l

co
rr

es
p
on

di
ng

su
rv

ey
qu

es
ti

on
s.

In
du

st
ry

fix
ed

eff
ec

ts
ar

e
at

th
e

tw
o-

di
gi

t
W

Z
08

le
ve

l.
T

im
e

fix
ed

eff
ec

ts
ar

e
at

th
e

m
on

th
-y

ea
r

le
ve

l.
St

an
da

rd
er

ro
rs

in
pa

re
nt

he
se

s
ar

e
cl

us
te

re
d

at
th

e
fir

m
le

ve
l.

Sa
m

pl
e:

20
18

:M
1–

20
20

:M
5,

on
ly

fir
m

s
th

at
ar

e
no

t
cl

os
ed

in
re

sp
on

se
to

th
e

C
O

V
ID

-1
9

pa
nd

em
ic

ac
co

rd
in

g
to

SQ
4

of
th

e
if
o-

B
C

S.
*p

<
0.

10
,
**

p
<

0.
05

,
**

*p
<

0.
01

.



136 International Journal of Central Banking February 2024

T
ab

le
A

.6
.

E
ff
ec

ts
of

th
e

C
O

V
ID

-1
9

P
an

d
em

ic
on

P
la

n
n
ed

P
ri

ce
A

d
ju

st
m

en
t:

R
ob

u
st

n
es

s

P
la

n
n
e
d

P
ri

c
e

D
e
c
re

a
se

P
la

n
n
e
d

P
ri

c
e

In
c
re

a
se

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

(1
0
)

(1
1
)

(1
2
)

S
tr

o
n
g
ly

N
eg

.
0
.1

0
*
*
*

0
.1

0
*
*
*

0
.1

0
*
*
*

0
.0

8
8
*
*
*

0
.1

3
*
*
*

0
.0

7
2
*
*
*

–
0
.0

4
1
*
*
*

–
0
.0

5
5
*
*

–
0
.0

3
9
*
*
*

–
0
.0

1
4

–
0
.0

3
8
*

–
0
.0

0
8
5

(0
.0

0
9
9
)

(0
.0

1
8
)

(0
.0

0
9
9
)

(0
.0

1
0
)

(0
.0

2
1
)

(0
.0

0
9
7
)

(0
.0

0
9
9
)

(0
.0

2
4
)

(0
.0

0
9
9
)

(0
.0

1
0
)

(0
.0

2
0
)

(0
.0

1
1
)

N
eg

a
ti

v
e

0
.0

5
1
*
*
*

0
.0

9
2
*
*
*

0
.0

5
1
*
*
*

0
.0

4
8
*
*
*

0
.0

4
9
*
*
*

0
.0

2
8
*
*
*

–
0
.0

2
3
*
*
*

–
0
.0

5
6
*
*

–
0
.0

2
2
*
*

–
0
.0

0
7
7

–
0
.0

0
6
1

0
.0

0
2
0

(0
.0

0
8
7
)

(0
.0

2
3
)

(0
.0

0
8
8
)

(0
.0

0
9
2
)

(0
.0

1
9
)

(0
.0

0
8
4
)

(0
.0

0
8
9
)

(0
.0

2
4
)

(0
.0

0
8
9
)

(0
.0

0
9
3
)

(0
.0

1
9
)

(0
.0

1
0
0
)

P
o
si

ti
v
e

–
0
.0

2
2
*

–
0
.0

1
9

–
0
.0

2
3
*

–
0
.0

1
6

–
0
.0

2
7

–
0
.0

2
6
*
*

0
.0

7
6
*
*
*

0
.0

4
4

0
.0

7
5
*
*
*

0
.0

6
4
*
*
*

0
.0

9
1
*
*

0
.0

3
2

(0
.0

1
2
)

(0
.0

2
0
)

(0
.0

1
2
)

(0
.0

1
2
)

(0
.0

2
3
)

(0
.0

1
2
)

(0
.0

2
2
)

(0
.0

2
8
)

(0
.0

2
2
)

(0
.0

2
2
)

(0
.0

3
9
)

(0
.0

2
3
)

A
p
ri

l
2
0
2
0

×
0
.0

0
7
3

–
0
.0

3
7

F
in

.
C

o
n
st

ra
in

ts
(0

.0
2
7
)

(0
.0

2
2
)

M
ay

2
0
2
0

×
F
in

.
–
0
.0

3
3

–
0
.0

6
4
*
*

C
o
n
st

ra
in

ts
(0

.0
2
3
)

(0
.0

2
6
)

O
b
se

rv
a
ti

o
n
s

1
2
3
,9

0
4

1
1
8
,4

6
1

1
2
2
,6

4
9

1
2
2
,5

5
3

4
2
,6

4
6

1
2
1
,2

6
6

1
2
3
,9

0
4

1
1
8
,4

6
1

1
2
2
,6

4
9

1
2
2
,5

5
3

4
2
,6

4
6

1
2
1
,2

6
6

F
ir

m
F
E

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

T
im

e
×

In
d
u
st

ry
F
E

Y
es

Y
es

Y
es

N
o

Y
es

Y
es

Y
es

Y
es

Y
es

N
o

Y
es

Y
es

W
ei

g
h
te

d
N

o
Y
es

N
o

N
o

N
o

N
o

N
o

Y
es

N
o

N
o

N
o

N
o

F
in

a
n
ci

a
l
C

o
n
st

ra
in

ts
N

o
N

o
Y
es

N
o

N
o

N
o

N
o

N
o

Y
es

N
o

N
o

N
o

T
im

e
×

F
o
u
r-

D
ig

it
N

o
N

o
N

o
Y
es

N
o

N
o

N
o

N
o

N
o

Y
es

N
o

N
o

In
d
u
st

ry
F
E

T
ay

lo
r

D
u
m

m
ie

s
N

o
N

o
N

o
N

o
Y
es

N
o

N
o

N
o

N
o

N
o

Y
es

N
o

N
o

C
o
n
cu

rr
en

t
N

o
N

o
N

o
N

o
N

o
Y
es

N
o

N
o

N
o

N
o

N
o

Y
es

P
ri

ce
C

h
a
n
g
e

N
o
te

:
T

h
is

ta
b
le

re
p
o
rt

s
e
st

im
a
te

s
fr

o
m

li
n
e
a
r

re
g
re

ss
io

n
s

o
f
in

d
ic

a
to

rs
fo

r
p
la

n
n
e
d

p
ri

c
e

d
e
c
re

a
se

s/
in

c
re

a
se

s
o
n

in
d
ic

a
to

rs
fo

r
C
O

V
ID

-1
9

im
pa

ct
c
a
te

g
o
ri

e
s,

b
a
se

d
o
n

E
q
u
a
ti

o
n

(3
).

C
o
lu

m
n
s

1
a
n
d

7
sh

o
w

b
a
se

li
n
e

re
su

lt
s

(e
q
u
iv

a
le

n
t

to
c
o
lu

m
n
s

3
a
n
d

6
in

T
a
b
le

A
.3

).
C

o
lu

m
n
s

2
a
n
d

8
sh

o
w

re
su

lt
s

fr
o
m

th
e

re
g
re

ss
io

n
w
e
ig

h
te

d
w

it
h

if
o

fi
rm

si
z
e

w
e
ig

h
ts

.
C

o
lu

m
n
s

3
a
n
d

9
sh

o
w

re
su

lt
s

w
it

h
a
n

a
d
d
it

io
n
a
l
c
o
n
tr

o
l
v
a
ri

a
b
le

fo
r

c
re

d
it

c
o
n
st

ra
in

ts
.
C

o
lu

m
n
s

4
a
n
d

1
0

sh
o
w

re
su

lt
s

w
it

h
ti

m
e

fi
x
e
d

e
ff
e
c
ts

a
t

th
e

le
v
e
l
o
f
fo

u
r-

d
ig

it
in

d
u
st

ri
e
s.

C
o
lu

m
n
s

5
a
n
d

1
1

sh
o
w

re
su

lt
s

w
it

h
T
a
y
lo

r
d
u
m

m
ie

s,
a
n
d

c
o
lu

m
n
s

6
a
n
d

1
2

sh
o
w

re
su

lt
s

u
si

n
g

o
n
ly

o
b
se

rv
a
ti

o
n
s

w
h
e
re

fi
rm

s
h
o
ld

p
ri

c
e
s

c
o
n
st

a
n
t

in
2
0
2
0
:M

4
/
M

5
.

C
O

V
ID

-1
9

im
pa

ct
m

e
a
su

re
s

th
e

im
p
a
c
t

o
f
C

O
V

ID
-1

9
o
n

th
e

c
u
rr

e
n
t

b
u
si

n
e
ss

si
tu

a
ti

o
n

o
n

a
se

v
e
n
-p

o
in

t
sc

a
le

fr
o
m

−
3

(“
n
e
g
a
ti

v
e
”
)

to
+

3
(“

p
o
si

ti
v
e
”
)

in
th

e
if
o
-B

C
S
,
w

h
ic

h
w
e

g
ro

u
p

a
n
d

la
b
e
l
“
S
tr

o
n
g
ly

N
e
g
a
ti

v
e
”

(−
3
),

“
N

e
g
a
ti

v
e
”

(−
2
),

a
n
d

“
P
o
si

ti
v
e
”

(+
2

a
n
d

+
3
),

a
n
d

th
e

b
a
se

c
a
te

g
o
ry

“
W

e
a
k
/
N

o
Im

p
a
c
t”

(−
1
,
0
,
o
r

+
1
).

C
o
n
tr

o
l
v
a
ri

a
b
le

s
in

c
lu

d
e

se
p
a
ra

te
in

d
ic

a
to

rs
fo

r
p
o
si

ti
v
e

a
n
d

n
e
g
a
ti

v
e

re
sp

o
n
se

s
to

th
e

q
u
e
st

io
n
s

a
b
o
u
t

b
u
si

n
e
ss

si
tu

a
ti

o
n
,
b
u
si

n
e
ss

e
x
p
e
c
-

ta
ti

o
n
s,

a
n
d

o
rd

e
rs

,
a
ll

la
g
g
e
d

b
y

th
re

e
m

o
n
th

s.
A

p
p
e
n
d
ix

C
p
ro

v
id

e
s

tr
a
n
sl

a
ti

o
n
s

o
f

a
ll

c
o
rr

e
sp

o
n
d
in

g
su

rv
e
y

q
u
e
st

io
n
s.

In
d
u
st

ry
fi
x
e
d

e
ff
e
c
ts

a
re

a
t

th
e

tw
o
-d

ig
it

W
Z
0
8

le
v
e
l.

T
im

e
fi
x
e
d

e
ff
e
c
ts

a
re

a
t

th
e

m
o
n
th

-y
e
a
r

le
v
e
l.

S
ta

n
d
a
rd

e
rr

o
rs

in
p
a
re

n
th

e
se

s
a
re

c
lu

st
e
re

d
a
t

th
e

fi
rm

le
v
e
l.

S
a
m

p
le

:
2
0
1
8
:M

1
–
2
0
2
0
:M

5
.
*

p
<

0
.1

0
,

*
*

p
<

0
.0

5
,
*
*
*

p
<

0
.0

1
.



Vol. 20 No. 1 Demand or Supply? Price Adjustment Heterogeneity 137
T
ab

le
A

.7
.

S
ou

rc
e

of
P

la
n
n
ed

P
ri

ce
In

cr
ea

se
s

ac
ro

ss
S
ec

to
rs

in
Ju

ly
20

21

P
la

n
n
ed

P
ri

ce
In

cr
ea

se
s

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

O
il

E
xp

os
ur

e
0.

32
**

*
0.

31
**

*
0.

06
2

–0
.1

1
(0

.0
82

)
(0

.0
82

)
(0

.1
0)

(0
.1

1)
Su

pp
ly

Sh
or

ta
ge

s
0.

26
*

0.
27

*
0.

46
**

(0
.1

4)
(0

.1
5)

(0
.1

8)
L
ab

or
Sh

or
ta

ge
s

–0
.3

1
–0

.2
2

–0
.0

71
0.

20
(0

.2
1)

(0
.1

9)
(0

.3
2)

(0
.3

0)
E

ne
rg

y
C

os
ts

0.
00

24
0.

03
3

(0
.0

18
)

(0
.0

22
)

R
et

ai
l/

W
ho

le
sa

le
0.

34
**

*
(0

.0
34

)
M

an
uf

ac
tu

ri
ng

0.
28

**
*

(0
.0

32
)

C
on

st
an

t
0.

33
**

*
0.

40
**

*
0.

53
**

*
0.

51
**

*
0.

40
**

*
0.

38
**

0.
15

0.
24

**
*

(0
.0

35
)

(0
.0

83
)

(0
.0

69
)

(0
.0

46
)

(0
.0

72
)

(0
.1

4)
(0

.1
6)

(0
.0

23
)

O
bs

er
va

ti
on

s
60

25
60

22
60

25
22

60
R

2
0.

20
9

0.
12

2
0.

03
6

0.
00

1
0.

22
7

0.
14

4
0.

32
0

0.
67

2
M

an
uf

ac
tu

ri
ng

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

R
et

ai
l/

W
ho

le
sa

le
Y

es
Y

es
Y

es
N

o
Y

es
Y

es
N

o
Y

es
Se

rv
ic

es
Y

es
N

o
Y

es
N

o
Y

es
N

o
N

o
Y

es

N
o
te

:
T

hi
s

ta
bl

e
re

p
or

ts
es

ti
m

at
es

fr
om

lin
ea

r
re

gr
es

si
on

s
of

th
e

sh
ar

e
of

pl
an

ne
d

pr
ic

e
in

cr
ea

se
s

on
go

od
s

su
pp

ly
sh

or
ta

ge
,
sk

ill
ed

la
b
or

su
pp

ly
sh

or
ta

ge
,
oi

l
pr

ic
e

ex
p
os

ur
e,

an
d

en
er

gy
co

st
s

on
tw

o-
di

gi
t

N
A

C
E

in
du

st
ry

le
ve

l
in

Ju
ly

20
21

.
G

oo
ds

su
pp

ly
sh

or
ta

ge
is

de
fin

ed
as

th
e

sh
ar

e
of

fir
m

s
in

a
gi

ve
n

se
ct

or
th

at
re

p
or

t
to

b
e

co
ns

tr
ai

ne
d

by
la

ck
of

m
at

er
ia

l/
in

te
rm

ed
ia

te
s.

Sk
ill

ed
la

b
or

su
pp

ly
sh

or
ta

ge
is

de
fin

ed
as

th
e

sh
ar

e
of

fir
m

s
in

a
gi

ve
n

se
ct

or
th

at
re

p
or

t
to

b
e

co
ns

tr
ai

ne
d

by
la

ck
of

sk
ill

ed
la

b
or

.
A

pp
en

di
x

C
pr

ov
id

es
th

e
co

rr
es

p
on

di
ng

tr
an

sl
at

ed
su

rv
ey

qu
es

ti
on

Q
7.

O
il

pr
ic

e
ex

p
os

ur
e

is
th

e
sh

ar
e

of
oi

l
an

d
oi

l-
re

la
te

d
(m

ea
su

re
d

as
th

e
in

pu
t

sh
ar

e
of

co
ke

ry
an

d
oi

l
pr

od
uc

ts
ti

m
es

th
e

sh
ar

e
of

oi
l
in

pu
t

in
th

at
se

ct
or

)
in

pu
ts

in
to

ta
l
pr

od
uc

ti
on

fr
om

20
16

in
pu

t-
ou

tp
ut

m
at

ri
x.

W
e

w
in

so
ri

ze
th

e
oi

le
xp

os
ur

e
sh

ar
e

in
fo

ur
se

ct
or

s
at

1.
E

ne
rg

y
co

st
s

is
th

e
to

ta
ls

ha
re

of
en

er
gy

in
gr

os
s

pr
od

uc
ti

on
va

lu
e.

B
ot

h
st

at
is

ti
cs

ar
e

ob
ta

in
ed

fr
om

th
e

Fe
de

ra
l

St
at

is
ti

ca
l

O
ffi

ce
.

G
oo

ds
su

pp
ly

sh
or

ta
ge

s
ar

e
on

ly
av

ai
la

bl
e

fo
r

m
an

uf
ac

tu
ri

ng
an

d
re

ta
il/

w
ho

le
sa

le
se

ct
or

s.
E

ne
rg

y
co

st
s

ar
e

on
ly

av
ai

la
bl

e
fo

r
th

e
m

an
uf

ac
tu

ri
ng

se
ct

or
s.

W
e

w
ei

gh
t

re
gr

es
si

on
s

by
th

e
nu

m
b
er

of
ob

se
rv

at
io

ns
in

ea
ch

in
du

st
ry

.
St

an
da

rd
er

ro
rs

in
pa

re
nt

he
se

s
ar

e
cl

us
te

re
d

at
th

e
fir

m
le

ve
l.

*p
<

0.
10

,
**

p
<

0.
05

,
**

*p
<

0.
01

.



138 International Journal of Central Banking February 2024

Appendix B. Descriptive Analysis of COVID-19 Impact

B.1 COVID-19 Impact in the ifo Business Climate Survey

This appendix provides an extensive descriptive analysis of COVID-
19 impact based on the survey waves of April and May 2020, sum-
marized in Section 3. Table B.1 shows summary statistics for each
COVID-19 impact category, which we refer to as “strongly negative”
(−3), “negative” (−2), “weakly negative” (−1), and “no impact” (0),
with analogous labels for the positive categories.

First, the bottom panel documents substantial heterogeneity in
COVID-19 impact. In April and May 2020, 33 percent of all firms
report a strongly negative impact, 24 percent are negatively affected,
while 11 percent experience no impact. On the other hand, a smaller
share of in total 10 percent tells of at least weakly positive effects.
The difference between the 90th and the 10th percentile amounts
to 3 points in April 2020 (May 2020: 4 points) on the COVID-19
impact scale, and the same difference within two-digit industries
equals 2.82 scale points (May 2020: 2.83 points). Hence, there is
substantial firm-level heterogeneity in COVID-19 impact, mirror-
ing the large within-industry variation of price decreases shown in
Section 2.

Second, panel A shows that the share of firms that report positive
business conditions increases monotonically with COVID-19 impact,
and vice versa (bar one exception). A similar pattern emerges for
business expectations. Note that business situation and business
expectations are not sufficient to explain COVID-19 impact. Some
firms with no or positive impact report contemporaneously negative
business conditions and expectations, while others with no or neg-
ative impact report positive business conditions and expectations.
Hence, COVID-19 impact captures independent information specific
to the pandemic.

Third, manufacturing capacity utilization in April 2020 on aver-
age strongly decreased year-on-year in negatively affected firms, and
increased in positively affected firms. For instance, manufacturing
firms hit hardest operate at about 54 percent of potential.

Fourth, the April 2020 survey questionnaire asked firms about
the expected percent change in revenues due to the COVID-19 cri-
sis. As panel A shows, this figure decreases with COVID-19 impact
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Figure B.1. Contact Intensity and
COVID-19 Impact by Industry

Note: This figure displays the relationship between COVID-19 impact and the
contact intensity index based on O*NET survey data described in footnote 21
of Section 3.2, averaged at the two-digit industry level. COVID-19 impact meas-
ures the impact of COVID-19 on the current business situation on a seven-point
scale from −3 (“negative”) to +3 (“positive”) in the ifo-BCS in 2020:M4. Blue
(green) dots represent industries above (below) the median of the work from home
capacity index by Alipour, Falck, and Schüller (2021). The red line displays the
linear fit, weighted by the number of firms per industry. Industries with less than
20 observations not shown. The full industry-level data underlying this figure
(including omitted industries) is summarized in Table A.2 in Appendix A.

and strongly negatively affected firms on average expect a 37 percent
fall.

Fifth, panel B relates COVID-19 impact to industry-specific
proxy variables for risk of COVID-19 infection described in
Section 3.2. Panel B of Table B.1 shows that the relationship between
COVID-19 impact and these proxy variables is, if anything, weak
and health risks are only slightly higher among firms reporting a
strongly negative impact.

Figure B.1 plots mean COVID-19 impact against the mean
O*NET contact intensity measure by two-digit sector. All industries
on average report to be negatively affected by the COVID-19 pan-
demic. The hardest hit businesses are in services—for example, travel
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Figure B.2. COVID-19 Impact and Adverse
Supply and Demand Shifts

Note: This figure displays the relationship between proxy variables for adverse
supply and demand shifts against the COVID-19 impact that measures the
impact of COVID-19 on the current business situation on a seven-point scale
from −3 (“negative”) to +3 (“positive”) reported to the ifo-BCS in 2020:M4 and
2020:M5. The green bars represent the share of firms for each value of COVID-19
impact. The solid blue line displays the share of firms that report supply short-
ages (asked in online panel of manufacturing and retail/wholesale industries in
2020:M4) over COVID-19 impact categories. The dashed orange line displays
the share of firms that report low order backlog over COVID-19 impact cate-
gories (asked in 2020:M4 and 2020:M5). Appendix C provides translations of all
corresponding survey questions.

arrangement and reservation services, hotels, and restaurants—
which also tend to be relatively contact intensive. The retail indus-
try is slightly more adversely affected than the wholesale industry.
About 17 percent of all retailers report positive impact, reflecting
mostly grocery stores. Most adversely affected sectors in manufac-
turing include beverage manufacturing, furniture, and cars. Overall,
the relation between COVID-19 impact and contact intensity is neg-
ative at the industry level, although substantial variation remains
holding contact intensity fixed. High-contact industries are also less
able to substitute to work from home, as shown by the green dots.

Figure B.2 further correlates COVID-19 impact with proxy vari-
ables for adverse supply and demand shifts. First, the dashed orange
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line shows that COVID-19 impact strongly correlates with the
responses to a question about low order backlogs (Q3 in Appen-
dix C). More than 85 percent of all strongly negatively affected
firms report a low order backlog. Table B.2 shows that this pattern
is most pronounced among services firms (93 percent), but also very
widespread in the manufacturing (84 percent) and retail/wholesale
industries (85 percent). Accordingly, more than half of all strongly
positively affected firms report a high order backlog. Second, the
solid blue line shows that COVID-19 impact also correlates with
the responses to a question about supply chain disruptions (SQ2 in
Appendix C). In April 2020, more than 40 percent of manufacturing
firms in each negative category lacked intermediate products, and
about 50 percent of retail and wholesale firms in each negative cate-
gory reported supply shortages of final goods. These shares decrease
as COVID-19 impact becomes weaker but increase again in posi-
tively affected firms, consistent with the notion of excess demand
for the goods and services of these firms.

In sum, COVID-19 impact appears to capture shifts in economic
activity related to both supply and demand forces and, to a lesser
extent, health risks due to the COVID-19 crisis.

B.2 COVID-19 Impact and Price-Setting
Behavior Early in the Pandemic

This section provides a detailed analysis of the relationship between
COVID-19 impact and firms’ price-setting behavior in the early
phase in the pandemic. The main results are summarized in
Section 3.

Panel C of Table B.1 documents the relationship between
COVID-19 impact and price-setting behavior at the onset of the
pandemic. About 16.4 percent of firms changed prices in March and
April, where 9.6 percent of firms decreased and 6.8 percent of firms
increased prices. Firms strongly affected by COVID-19, both nega-
tively and positively, change their prices more frequently than mildly
affected firms. The frequency of price increases rises with COVID-
19 impact, while the frequency of price decreases falls. Specifically,
of those firms that are strongly adversely affected only 4 percent
increase their prices, while 32 percent of those strongly positively
affected do so. Conversely, of those firms that are strongly adversely
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Figure B.3. COVID-19 Impact and
Planned Price Adjustment by Industry

Note: This figure displays the relationship between the mean COVID-19 impact
in 2020:M4 and the change in the frequency of planned price decreases (left)
and planned price increases (right) between 2019:M4 and 2020:M4 at the two-
digit NACE industry level. Blue (green) dots represent industries in which more
(less) than 50 percent of firms report low orders. The red line displays the linear
fit, weighted by the number of firms per industry. Industries with less than 20
observations not shown.

affected about 15 percent decrease their prices, while this share is
only 6 percent among strongly positively affected firms. Looking
ahead, about 23.8 percent of firms plan to change prices in the fol-
lowing three months, where 10.2 percent of firms plan to increase
and 13.6 percent of firms plan to decrease prices. Hence, firms over-
all tend to decrease prices more often at the onset of the COVID-19
pandemic and also plan to decrease prices more frequently going
forward. These price-setting patterns are prevalent in all sectors, in
particular in retail/wholesale.

Figure B.3 plots the change in the frequency of planned price
decreases and increases (relative to 12 months before to control for
seasonality) against COVID-19 impact in April 2020 across indus-
tries. Blue (green) dots indicate industries in which more (less) than
50 percent of firms report low orders. The frequency of planned price
decreases rises in most industries, especially so in industries with
low demand. The frequency of planned price increases falls in most
industries, especially so in industries with low demand. This exercise
supports our interpretation that demand effects are important for
firms adversely affected by COVID-19.

Figure B.4 plots the yearly change in the frequency of planned
price adjustments in April 2020 against contact intensity across
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Figure B.4. Contact Intensity and Planned
Price Adjustment by Industry

Note: This figure displays the relationship between the mean contact intensity
index based on O*NET survey data described in footnote 21 and the yearly
change in the frequency of planned price decreases (left) and planned price
increases (right) in 2020:M4 at the two-digit NACE industry level. Blue (green)
dots represent industries above (below) the median of the work from home capac-
ity index by Alipour, Falck, and Schüller (2021). The red line displays the linear
fit, weighted by the number of firms per industry. Industries with less than 20
observations not shown.

industries. The frequency of planned price decreases, shown in panel
A, rises in the bulk of industries. This increase is stronger in contact-
intensive businesses such as hotels, restaurants, and retail, suggest-
ing a relationship between health risks and planned price decreases.
Holding contact intensity fixed, the remaining variation in the fre-
quency of planned price decreases remains substantial and econom-
ically large, however. Indeed, the R2 for the linear fit shown is 0.16.
Thus, health risks appear to only explain parts of the observed price
adjustment patterns during the COVID-19 pandemic, while other
factors unrelated to health risks seem to be quantitatively more
important.

Similarly, the frequency of planned price increases falls in all
but three industries. Panel B of Figure B.4 shows that only paper
products (including the toilet paper industry), financial services,
and education see an increase the frequency of planned price
increases. Contact-intensive businesses tend to have a more pro-
nounced although insignificant decrease, and the variation holding
contact intensity fixed remains substantial.



148 International Journal of Central Banking February 2024

Highly contact-intensive industries have been forced to close
under the lockdown in the early phase of the pandemic. An advan-
tage of our approach is that we observe planned price changes for
businesses that are currently closed due to the COVID-19 pandemic
(question SQ4 in our survey data). Price plans for closed firms refer
to price changes that firms anticipate when reopening. Clearly, some
sectors and industries are potentially more strongly affected by busi-
ness closures than others, e.g., hotels and restaurants. Table B.3
compares planned price changes for open and closed businesses in
April 2020. There are no stark differences, but closed firms expect
to change prices more often than open firms. In retail, closed firms
expect to decrease prices more often, which hints at a relatively
higher importance of demand. Hotels and restaurants that are closed
expect to increase prices more than open business, which suggests
that supply shortages are relatively more important.
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Appendix C. Overview of Survey Questions

C.1 Regular Questions in the ifo-BCS

The following set of questions, which are asked regularly on a
monthly basis in the ifo-BCS, are used in this paper (English trans-
lation of German original).

Q1: Planned Price Changes:

Plans and expectations for the next 3 months: The prices of our
goods/service will most probably [1] increase, [0] stay the same,
or [−1] decrease.

Q2: Realized Price Changes:27

Trends in previous month: Compared to the month before, the
prices of our goods/services [1] increased, [0] stayed the same,
or [−1] decreased.

Q3: Order Backlog/Demand:28

Current situation: We evaluate our total backlog of orders as
[1] comparatively large, [0] sufficient, or [−1] too small.

Q4: Current Business Situation:

Current situation: We evaluate our current business situation
as [1] good, [0] satisfactory, or [−1] bad.

Q5: Expected Business Situation:

Expectations for the next six months: our business situation
will be [1] more favorable, [0] stay approximately the same, or
[−1] more unfavorable.

27In the ifo-BCS covering manufacturing and services firms, Q2 on realized
price changes has been asked in the online panel since 2020:M4 only.

28In the ifo-BCS on the retail/wholesale industries, Q3 is related relative to
the situation one year before.
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Q6: Capital Utilization [Manufacturing only, quarterly frequency]:

The utilization of our capacities is currently (normal full uti-
lization = 100%):

� 30% � 40% . . . � 70% � 75% . . . � 100%
� if more than 100%: %

Q7: Constraints to Production/Business Activity [quarterly
frequency]:

Our domestic production/business activity is currently
constrained:

� yes � no

If yes, by the following factors:

� lack of demand
� lack of material/intermediates
� lack of skilled labor
� . . . [Multiple additional options, not used in this paper]

Q8: Credit Negotiations [quarterly frequency]:

We have conducted credit negotiations with banks in the past
3 months:

� yes � no

If yes, the banks behaved:

� compliant
� normal
� restrictive

C.2 Supplemental Questions Related to the COVID-19 Crisis

The wording of the special questions related to the COVID crisis in
the ifo-BCS were as follows:29

29Due to space limitations on the paper-based questionnaires, some questions
were only asked in the online panel of the ifo-BCS that was used by more than
75 percent of the survey participants.
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SQ1 COVID-19 Impact [asked in all waves between April 2020 and
March 2021]:

Do you realize an effect of the Corona pandemic on your current
business situation? Is this effect negative or positive?

negative � −3 �−2 �−1 � 0 � +1 � +2 � +3 positive

SQ2 Shortage of Supply [asked in online panel of manufacturing and
retail/wholesale industries in April 2020, only]:

[Manufacturing:] Are you currently affected by problems with a
shortage of supply of important intermediate goods from within
Germany or abroad?

[Retail/Wholesale:] Are you currently affected by problems
with a shortage of supply of important goods from within
Germany or abroad?

� Yes � No

SQ3 Expected Revenue Change due to COVID Crisis [asked in April
2020]:

Which effect of the Corona pandemic on your turnover do you
expect in the current year?

� Increase of % � No effect � Decline of %

SQ4 Business Closure [asked in April and May 2020]:

Which measures has your firm taken in response to the
COVID-19 pandemic?

� Business closures30

� . . . [Multiple additional options, not used in this paper]

30Choices slightly differed between industry-specific surveys. Manufacturing:
“plant closures/stop of production”; Retail/Wholesale: “Closure of sales/business
outlets”; Services: “business closures.”
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SQ5 Importance of Intermediates from Abroad [asked in April 2020;
online panel of manufacturing industries only]:

a) Did you rely on important shipments of goods from abroad
before the Corona pandemic?

� Yes � No
b) If yes, did those important shipments originate from China,

Italy, or any other heavily affected country?

� China � Italy � Other countries:

SQ6 Adverse Effect of COVID Crisis [asked June 2020 (online panel
only, November 2020 (full sample), February 2021 (full sample), and
June 2021 (online panel only)]:

Due to the COVID-19 crisis, we are currently experiencing
adverse effects in the following areas:

a) Finances (e.g., liquidity):
No adverse effects � � � � � Large adverse effects

b) Domestic Market (e.g., demand, order situation):
No adverse effects � � � � � Large adverse effects

c) Foreign Market (e.g., demand, order situation):
No adverse effects � � � � � Large adverse effects

d) Personnel (e.g., absences, exemptions, shortage):
No adverse effects � � � � � Large adverse effects

e) Purchasing (e.g., supply chains, warehousing):
No adverse effects � � � � � Large adverse effects

f) Regulations by Government (e.g., closures, hygiene concepts):
No adverse effects � � � � � Large adverse effects

SQ7 [asked in March 2020]

If you experience negative effects due to the COVID-19 pan-
demic on your business, which are those?

� Declining demand
� Impairment of business operations of foreign subsidiaries
� Delay/cancellation of shipments of intermediate goods or

raw materials
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� Delay/cancellation of shipments of final goods
� Increasing prices for intermediate goods or raw materials
� Decline of production
� Necessity for increased stock-keeping
� Delay/cancellation of business trips
� Others, in particular:

References

Addessi, W., M. Pulina, and F. Sallusti. 2017. “Impact of Changes
in Consumer Preferences on Sectoral Labour Reallocation: Evi-
dence from the Italian Economy.” Oxford Bulletin of Economics
and Statistics 79 (3): 348–65.

Alekseev, G., S. Amer, M. Gopal, T. Kuchler, J. Schneider, J.
Stroebel, and N. Wernerfelt. 2023. “The Effects of COVID-19 on
U.S. Small Businesses: Evidence from Owners, Managers, and
Employees.” Management Science 69 (1): 7–24.

Alipour, J.-V., O. Falck, and S. Schüller. 2021. “Germany’s Capac-
ities to Work from Home.” CESifo Working Paper No. 8227
(updated version, November).

Alvarez, S. E., and S. M. Lein. 2020. “Tracking Inflation on a
Daily Basis.” Swiss Journal of Economics and Statistics 156 (1):
Article 18.

Bachmann, R., B. Born, S. Elstner, and C. Grimme. 2019. “Time-
Varying Business Volatility and the Price Setting of Firms.”
Journal of Monetary Economics 101 (January): 82–99.

Baker, S. R., R. Farrokhnia, S. Meyer, M. Pagel, and C. Yannelis.
2020. “How Does Household Spending Respond to an Epidemic?
Consumption During the 2020 COVID-19 Pandemic.” Review of
Asset Pricing Studies 10 (4): 834–62.

Balduzzi, P., E. Brancati, M. Brianti, and F. Schiantarelli. 2020.
“The Economic Effects of COVID-19 and Credit Constraints:
Evidence from Italian Firms’ Expectations and Plans.” Discus-
sion Paper No. 13629, Institute of Labor Economics.

Balleer, A., N. Hristov, and D. Menno. 2020. “Menu Costs, the
Price Gap Distribution and Monetary Non-neutrality: The Role
of Financial Constraints.” CEPR Discussion Paper No. 11790.

Balleer, A., and P. Zorn. 2019. “Monetary Policy, Price Setting, and
Credit Constraints.” CEPR Discussion Paper No. 14163.



Vol. 20 No. 1 Demand or Supply? Price Adjustment Heterogeneity 155

Baqaee, D. R., and E. Farhi. 2022. “Supply and Demand in Disaggre-
gated Keynesian Economies with and Application to the Covid-
19 Crisis.” American Economic Review 112 (5): 1397–1436.

Barrero, J. M., N. Bloom, S. J. Davis, and B. H. Meyer. 2021.
“COVID-19 Is a Persistent Reallocation Shock.” AEA Papers
and Proceedings 111 (May): 287–91.

Bartik, A. W., M. Bertrand, Z. Cullen, E. L. Glaeser, M. Luca,
and C. Stanton. 2020. “The Impact of COVID-19 on Small Busi-
ness Outcomes and Expectations.” Proceedings of the National
Academy of Sciences 117 (30): 17656–66.

Bloom, N., R. S. Fletcher, and E. Yeh. 2021. “The Impact of
COVID-19 on US Firms.” Working Paper No. 28314, National
Bureau of Economic Research.

Brinca, P., J. B. Duarte, and M. F. E. Castro. 2021. “Measuring Sec-
toral Supply and Demand Shocks during COVID-19.” European
Economic Review 139 (October): Article 103901.

Buchheim, L., J. Dovern, C. Krolage, and S. Link. 2022. “Sentiment
and Firm Behavior during the COVID-19 Pandemic.” Journal of
Economic Behavior and Organization 195 (March): 186–98.

Buchheim, L., C. Krolage, and S. Link. 2022. “Sudden Stop:
When Did Firms Anticipate the Potential Consequences of
COVID-19?” German Economic Review 23 (1): 79–119.

Caballero, R. J., and A. Simsek. 2021. “A Model of Endogenous Risk
Intolerance and LSAPs: Asset Prices and Aggregate Demand in a
‘Covid-19’ Shock.” Review of Financial Studies 34 (11): 5522–80.

Cabral, L., and L. Xu. 2021. “Seller Reputation and Price Goug-
ing: Evidence from the COVID-19 Pandemic.” Economic Inquiry
59 (3): 867–79.
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forschung (ifo Contributions to Economic Research) No. 88.

Yagan, D. 2015. “Capital Tax Reform and the Real Economy: The
Effects of the 2003 Dividend Tax Cut.” American Economic
Review 105 (12): 3531–63.



How Wages Respond to the Job-Finding and
Job-to-Job Transition Rates: Evidence from

New Zealand Administrative Data∗

Christopher Ball,a Nicolas Groshenny,b,e Özer Kargedikli,c,e,f
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1. Introduction

Search-and-matching models are widely used to analyze wage
dynamics. In the canonical search-and-matching model of the labor
market due to Diamond, Mortensen, and Pissarides (henceforth the
DMP model), the pace at which unemployed workers find jobs—
the job-finding rate—is a crucial factor determining cyclical wage
fluctuations. In that model, wages are set through bilateral bar-
gaining between the employer and the employee. The bargaining
power of a worker is determined by the attractiveness of their out-
side option, namely joining the pool of unemployed workers to look
for another job. In the case of Nash bargaining, the equilibrium wage
is a weighted average of a worker’s productivity and her reservation
wage, where the latter is directly influenced by the job-finding rate
(the share of unemployed workers who transition to employment in
a given period). According to the DMP model, when the job-finding
rate is high, workers have more bargaining power so that, all else
equal, wages increase.1

A key assumption in the DMP model is that unemployed workers
are the only source of labor for firms to fill their vacancies. Put differ-
ently, an employed person has to first become unemployed before she
can start seeking another job. This assumption ignores two groups
of workers: employed people who are searching for jobs (on-the-job
search) and people who are not classified as part of the labor force
but who may nonetheless be willing to work and are perhaps casually
looking for jobs.

Moscarini and Postel-Vinay (2016) (henceforth MPV) observe
that, in the Burdett and Mortensen (1998) model (henceforth the
BM model), the job-to-job transition rate is the primary driver
of wages. Competition between firms for workers who are already
employed drives real wages higher through two channels: a strategic
effect which benefits both job stayers and job movers, and a com-
position effect which only benefits job movers. In the BM model,
the job-finding rate plays no role in shaping wage dynamics. This
prediction differs strikingly from the DMP model. Motivated by
this insight, MPV analyze U.S. aggregate time-series data on the

1See Pissarides (2000) or Petrosky-Nadeau and Wasmer (2017) for a textbook
treatment of the model.
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job-finding rate and the job-switching rate.2 MPV find that the evo-
lution of wages over the business cycle is closely linked to the pace
of job-to-job transitions and less so to variations in the job-finding
rate. They interpret their findings as empirical support in favor of
the BM model against the DMP model.3

Karahan et al. (2017) further assess the relative explanatory
power of these two views of wage setting. They employ a panel
data set that exploits state-level variations to measure the relative
influence of the job-finding and job-to-job transition rates on cycli-
cal wage fluctuations. They find that the wage dynamics of new
hires and job stayers are both tightly linked to the pace of job-to-
job transitions. Moreover, the explanatory power of the job-finding
rate vanishes once they control for job-to-job flows. Their findings
thus support the view that on-the-job search is the prevailing factor
behind wage dynamics in the United States.4

Our paper is closely related to Karahan et al. (2017). We use New
Zealand administrative data from the Linked Employer-Employee
Data (LEED) and exploit regional variations to assess the explana-
tory power of the job-finding and job-to-job transition rates for wage
fluctuations. We find that new hire earnings are tightly linked to
the pace of job-to-job reallocation: A 1 percentage point increase in
the job-to-job transition rate yields a 1.61 percent rise in the earn-
ings of newly hired workers. However, contrary to Moscarini and
Postel-Vinay (2016) and Karahan et al. (2017), we find that the job-
finding rate from unemployment plays a role in describing the wage
dynamics of newly hired workers even after controlling for the job-
to-job transition rate. The estimated semi-elasticity of earnings to
the job-finding rate is 0.30 (significant at the 5 percent level) for
new hires. We also find that the wages of job stayers are much less

2The aggregate data were constructed by Fallick and Fleischman (2004) using
the the CPS.

3One should note that it is the present discounted value of wages (the user
cost of labor) that matters for firms’ hiring decision in the DMP model. Kudlyak
(2014) and Basu and House (2016) show that the user cost of labor is even more
procyclical than what wage series for new hires suggest.

4Fallick and Fleischman (2004), Faberman and Justiniano (2015), and
Mukoyama, Patterson, and Şahin (2018) provide further evidence on the impor-
tance of on-the-job search in the United States. For related evidence from New
Zealand and Australia, see Karagedikli (2018) and Deutscher (2019), respectively.
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responsive to the labor market conditions than the wages of newly
hired workers. For job stayers, the semi-elasticities of earnings to the
job-finding and job-to-job transition rates are, respectively, 0.07 and
0.22 (both significant at the 5 percent level).

We then investigate whether our baseline results remain robust
when we control for the rate of transitions from inactivity to employ-
ment (the NE rate). Once we control for NE flows, the explanatory
power of the job-to-job transition rate becomes insignificant for sta-
ble earnings. Thus, the strategic channel of the BM model might
not be relevant in New Zealand. Job-stayer earnings then appear to
be connected only to the job-finding rates from unemployment and
from inactivity. This result suggests that the cyclicality of workers’
attachment to the labor market, a feature overlooked in the BM
and DMP models, could matter for the dynamics of stable earn-
ings. This seems consistent with existing empirical evidence for the
United States.5 However, the LEED data do not allow us to disen-
tangle migrants who start working quickly after their arrival in New
Zealand from NE flows. Hence, we prefer to interpret the influence
of NE transitions on stable earnings with a pinch of salt.

Turning to new hires, we find that controlling for the NE tran-
sition rate has no impact on our baseline results: the coefficients
of the job-finding and job-to-job rates remain unchanged, 0.29 and
1.56, respectively (both highly significant). The coefficient of the NE
rate is imprecisely estimated and barely significant.

Finally, to discover the source of the influence of the job-finding
rate on new-hire wages, we focus on the provenance of newly hired
workers. In doing so, we connect with the broader debate on the lack
of wage rigidity in the data. Gertler, Huckfeldt, and Trigari (2020)
argue that the pronounced procyclicality of new-hire wages observed
in the data is due to workers switching jobs and does not apply
to new hires coming from unemployment. The LEED data allow
us to distinguish between new hires from employment (job switch-
ers) versus new hires from unemployment. We then evaluate the
predictive power of the job-finding and job-to-job transition rates for

5Moscarini and Postel-Vinay (2017) document a strong association between
wages and the pace of NE flows. Elsby, Hobijn, and Şahin (2015) show that the
participation margin accounts for one-third of unemployment volatility, while
Armstrong and Karagedikli (2017) argue that the contribution of the participa-
tion margin could be even greater in New Zealand.
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each group. We find the following results: (i) The earnings of new
hires from unemployment are exclusively linked to the job-finding
rate from unemployment, and this association is tighter at the bot-
tom of the wage distribution. (ii) Contrary to Gertler, Huckfeldt,
and Trigari (2020), the earnings of new hires from unemployment
are more responsive to the labor market conditions (the job-finding
rate from unemployment) than the earnings of job stayers. (iii) Con-
sistent with a job-ladder mechanism (and with the composition effect
in the BM model), the dominant predictor of job-switchers’ earnings
is the job-to-job transition rate, but the job-finding rate from unem-
ployment retains some influence in the lower half of the distribution
(the NE rate plays no role). (iv) The semi-elasticity of job-switchers’
earnings to job-to-job flows is largest (equal to 3.43) at the lowest
decile of the earnings distribution, highlighting the essential role of
the bottom rung of the job ladder. This finding is consistent with
recent evidence by Haltiwanger et al. (2018) for the United States.

2. Econometric Strategy

We first introduce the administrative data. Then we outline the
empirical specifications used in our study.

2.1 Data

Our data come from a single source: the administrative Linked
Employer and Employee Data (LEED) from the Inland Revenue
Department (IRD).6 LEED covers the entire population who paid
some form of pay-as-you-earn (PAYE) income tax in New Zealand.
We compute the number of job switchers (people switching jobs
within two consecutive quarters), job stayers (continuing in the
same job), unemployed people entering employment (UE), and non-
participants transitioning directly into employment (NE).7 We also
calculate average nominal earnings for each of these groups.8

6The full data disclaimer is available on the last page of this paper.
7More specifically, LEED only enables us to classify as unemployed any person

receiving an income support benefit, such as unemployment benefits.
8We use data on total earnings as in Karahan et al. (2017). We are unable

to derive hourly earnings, as data on hours worked were not collected in LEED
until April 2020.
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Our quarterly observations use the middle month as the refer-
ence period, and are compared to the middle month of the pre-
vious quarter. In the New Zealand context, under the standard
assumption that within-month job transitions are negligible, this
approach should reduce the extent to which our quarterly data are
affected by the time-aggregation bias.9 In addition, we use the high-
est income employer as a reference to reduce the number of spurious
job transitions identified for those with multiple employers within a
month.

We then construct the time series of nominal earnings, job-
finding rates, and job-to-job transition rates for each of the 16 regions
in New Zealand.10 Our data cover the 2001:Q1 to 2018:Q2 period.
Figure 1 plots the job-to-job transition rate for each region. Before
the global financial crisis, most regions had fluid labor markets with
robust rates of job-to-job transition. Every region experienced a large
decline in job-to-job flows around 2008–09, and several of them had
not recovered to their pre-crisis levels by the end of our sample
period.

2.2 Empirical Specifications

Our objective is similar to Karahan et al. (2017) where the empir-
ical framework is not intended to establish a definitive causal rela-
tionship. Rather we want to distinguish between competing theo-
ries of labor market flows based on their respective prediction in
terms of the association between wages, the job-finding rate, and
the job-to-job transition rate.

9In terms of our quarterly data, we may be incorrectly assigning a job-to-
job transition to someone who transitions to unemployment in the first or last
month of the quarter while moving between employers in the observed middle
months. However, there are stand-down periods in the New Zealand transfer
system which result in a delay of about three weeks before new unemployment
beneficiaries receive money (in place until 2020), which lower the likelihood of
these transitions being miscoded. Moreover, employees need to give their current
employers at least four weeks’ notice before leaving their jobs. Hence the spurious
job transition events outlined in Karahan et al. (2017) seem less likely to apply
to our quarterly data.

10Karahan et al. (2017) also use nominal earnings. There are no regional defla-
tor data available for New Zealand.
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We use the microdata from New Zealand to empirically test the
theoretical predictions of MPV about the relative explanatory power
of the job-finding and job-to-job transition rates for wage growth.
In line with Karahan et al. (2017), we estimate the following two
fixed-effect specifications:

log Wit = αi + αt + βit + αuΛu
it + εit (1)

log Wit = αi + αt + βit + αuΛu
it + αeΛe

it + εit, (2)

where Wit denotes nominal earnings in region i in calendar quarter
t. Λu

it is the transition probability from unemployment to employ-
ment in region i in quarter t. We compute it as the number of
benefit recipients in region i in t–1 who enter employment in the
same region within the next quarter, divided by the total number of
benefit recipients in region i in t–1.11 Λe

it is the regional job-to-job
transition probability. We compute it as the share of employed peo-
ple who transition from one employer in quarter t–1 to another in
quarter t, with no observed intervening spell of non-employment.12

The parameter αi captures regional fixed effects, while the term βit
allows for a region-specific time trend. The time fixed effect αt con-
trols for variation in aggregate inflation and productivity as well as
other aggregate cyclical factors. We check the validity of the fixed
effects by using Hausmann’s specification test. The test rejects the
null hypothesis that the regional fixed effects are uncorrelated with
the regressors, which confirms that our fixed-effect specification is
appropriate.

Estimating specifications (1) and (2) replicates the approach
of Karahan et al. (2017) for New Zealand.13 We then include the

11Not all unemployed are registered to receive an unemployment benefit. There-
fore, our measure of the job-finding rate is likely to exclude the very short-term
unemployed, which are the most likely to get a job. This may bias our estimates
of the relative predictive power of the job-finding rate downward. Below, we will
explore this issue by controlling for NE transitions.

12We ensure that a person received continuous earnings throughout two con-
secutive quarters. We then check whether that person received income from the
same employer or not.

13Similarly to Karahan et al. (2017), a caveat of our approach to test the pre-
dictions of the BM model is that Λe

it and Λu
it measure the realized transition rates

rather than the arrival rates of job offers to employed and unemployed workers
respectively.
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regional transition probability from non-participation to employ-
ment, Λn

it, to obtain the following augmented specification:

log Wit = αi + αt + βit + αuΛu
it + αeΛe

it + αnΛn
it + εit. (3)

Adding the NE transition rate should help us to capture the very
short-term unemployed (who may not register for unemployment
insurance and would therefore be counted as NE instead of UE
flows) and to appraise the influence of the participation margin
(Elsby, Hobijn, and Şahin 2015, Armstrong and Karagedikli 2017).14

3. Results

We start with the replication of Karahan et al. (2017) for New
Zealand. We then discuss the findings from the augmented speci-
fication that aims to account for the participation margin. Finally,
we present results for the earnings distribution of job stayers, job
switchers, and new hires from unemployment.

3.1 Replication of Karahan et al. (2017) for New Zealand

MPV point out that, in the BM model, wages and job-to-job tran-
sitions interact through two mechanisms: a compositional effect
and a strategic rent-extraction channel. The former mechanism fol-
lows from job switchers climbing up the job ladder: workers transit
between jobs when they receive (and accept) a higher wage offer.
The latter effect reflects the competition between firms to retain
their workforce when workers have more outside options: employ-
ees may extract a wage increase by generating an outside offer and
asking their current employer to match it. In that case, the worker
does not switch jobs but still gets a pay rise. Both channels favor
the job-to-job transition rate over the job-finding rate from unem-
ployment in terms of explaining the dynamics of new-hire earnings.
In addition, the strategic effect also implies a positive relationship
between job-to-job transitions and job-stayer earnings.

14It is worth noting that our LEED-based measure of NE flows may include
recent migrants to New Zealand, which we cannot identify separately. If migrants
are self-selected and there are differences in average skill sets between natives and
migrants, the interpretation of the coefficient αn might not be straightforward.
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Table 1. Main Results: Replication
of Karahan et al. (2017)

Stable Earners New Hires All

(1) (2) (1) (2) (1) (2)

Λu 0.077** 0.067** 0.373** 0.300** 0.252** 0.204**
(0.030) (0.025) (0.140) (0.122) (0.088) (0.076)

Λe 0.222** 1.611*** 1.054***
(0.099) (0.304) (0.180)

Note: Number of observations: 1,168. Robust standard errors (clustered at regional
level) in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1.

The New Zealand micro-data allow us to distinguish between
job stayers and new hires. Haefke, Sonntag, and van Rens (2013)
show that the wages of newly hired workers are much more volatile
and procyclical than the wages of job stayers. We follow Karahan et
al. (2017) and estimate Equations (1) and (2) for these two groups.
The results are reported in Table 1.15 The first two columns of Table
1 report the results for stable earnings. When we only include the
job-finding rate, the semi-elasticity of stable earnings to the job-
finding rate is about 0.08 and significant at the 5 percent level. A 1
percentage point increase in the job-finding rate is accompanied by
a 0.08 percent increase in earnings for job stayers. Controlling for
the job-to-job transition rate has little impact on the explanatory
power of the job-finding rate which, in contrast to Karahan et al.
(2017), remains significant at the 5 percent level. The association
between stable earnings and the job-to-job transition probability is
stronger, with an estimated semi-elasticity equal to 0.22 and signifi-
cant at the 5 percent level, providing some support for the strategic
rent-extraction channel.16

The next two columns present the results for new-hire earn-
ings. When included on its own, the job-finding rate is a significant

15We use the terms “job stayers” and “stable earners” interchangeably to
denote people who remain employed in the same job.

16We will see in the next section that this support vanishes when we control
for transitions from inactivity to employment.
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predictor of earnings growth for new hires with an estimated
semi-elasticity equal to 0.37. In stark contrast to Moscarini and
Postel-Vinay (2016) and Karahan et al. (2017), when we control for
the job-to-job transition rate, we find that the explanatory power
of the job-finding rate does not evaporate: it declines slightly to
0.30 but remains significant at the 5 percent level. We find a tight
link between new-hire earnings and the job-to-job transitions, with
a highly significant semi-elasticity equal to 1.61. Our results confirm
that the wages of newly hired workers are much more responsive to
labor market conditions than the wages of job stayers, as pointed
out by Haefke, Sonntag, and van Rens (2013).

The last two columns show the results for all earnings, with no
distinction between new hires and stable earners. On its own, the
job-finding rate is significant. Once we include the job-to-job tran-
sition rate, the explanatory power of the job-finding rate diminishes
slightly, from 0.25 to 0.20, but remains significant. The coefficient
estimate of the job-to-job transition rate is about five times larger
than the one of the job-finding rate. A 1 percentage point increase in
the job-to-job transition rate yields roughly a 1 percent rise in aver-
age earnings. To sum things up, compared to Karahan et al. (2017),
the key difference is that the job-finding rate from unemployment
plays a role in describing wage dynamics of newly hired workers even
after controlling for the job-to-job transition rate.

3.2 Taking the Participation Margin into Account

As discussed above, the LEED data only allow us to classify as
unemployed any person receiving an income support benefit, such
as unemployment insurance benefit. Some of the short-term unem-
ployed may not register for the unemployment benefit, especially
the individuals who are more likely to find a job quickly (because
they search harder or are more employable). Our procedure will mis-
takenly count these transitions as NE instead of UE flows and our
measure of the job-finding rate will miss these individuals. We think
this could work against the job-finding rate, and so might artificially
bias the explanatory power of the job-to-job rate upward.

Controlling for the NE transition rate may help account for the
unregistered short-term unemployed and, more generally, may shed
light on the influence of the participation margin. Moscarini and
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Table 2. Controlling for NE Transitions

Stable Earners New Hires All

(2) (3) (2) (3) (2) (3)

Λu 0.067** 0.060** 0.300** 0.292** 0.204** 0.197**
(0.025) (0.022) (0.122) (0.121) (0.076) (0.075)

Λe 0.222** 0.176 1.611*** 1.559*** 1.054*** 1.004***
(0.099) (0.102) (0.304) (0.298) (0.180) (0.177)

Λn 1.441*** 1.633* 1.575***
(0.302) (0.753) (0.506)

Note: Number of observations: 1,168. Robust standard errors (clustered at regional
level) in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1.

Postel-Vinay (2017) find evidence of a tight link between wages and
NE transitions in the United States. Elsby, Hobijn, and Şahin (2015)
document that flows in and out of the labor force are responsible for
up to a third of the cyclical volatility of the unemployment rate.
Armstrong and Karagedikli (2017) argue that the significance of the
participation margin might be even larger in New Zealand.

To explore these issues, we estimate specification (3), which adds
the regional inactivity-to-employment transition rates. To assess the
robustness of our baseline findings to controlling for NE transitions,
Table 2 compares the results from specifications (2) and (3).

For stable earners, we find that controlling for NE transitions
alters the estimation results in two ways. First, the influence of the
job-finding rate remains stable and significant, while the predictive
power of the job-to-job rate becomes insignificant. This casts doubt
on the significance of the strategic rent-extraction effect in the New
Zealand context. The stable earners group consists of employed peo-
ple who do not engage in search activity and of employed people
who engaged in on-the-job search but decided to stay in the same
job. The rent-extraction channel only applies to the latter group,
and it might be hard to detect evidence of it when the strategically
searching job stayers are scarce compared to the non-searching job
stayers. Second, the semi-elasticity of stable earnings to NE flows is
large (equal to 1.44) and highly significant. Note, however, that the
LEED data do not enable us to distinguish between new migrants
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and non-participants. Hence, we should interpret this coefficient cau-
tiously. Wages of job stayers are manifestly related to the job-finding
rates from inactivity and unemployment, pointing towards a link
between stable earnings and workers’ participation decisions.

For new-hire earnings, controlling for NE transitions has no effect
on the baseline findings: the coefficients of the job-finding and job-
to-job rates remain unchanged, at 0.29 and 1.56, respectively (both
highly significant). The coefficient of the NE rate is imprecisely
estimated and barely significant.

Interestingly, the relationship between NE transitions and earn-
ings is much stronger for job stayers than for new hires. This is
consistent with the view that our measure of NE flows partly reflect
inflows of migrants who start working immediately. Coleman and
Karagedikli (2018) and Howard (2020) provide evidence indicating
that positive net migration flows boost aggregate demand and put
broad-based upward pressures on prices throughout the economy,
including the labor market, thereby lifting the average wage.

3.3 Looking at the Earnings Distribution of Stable Earners,
Job Switchers, and New Hires from Unemployment

The LEED data allow us to go beyond the usual dichotomy between
stable earners and new hires. To uncover the origin of the influence
of the job-finding rate on new-hire wages, we follow Gertler, Huck-
feldt, and Trigari (2020) and distinguish between new hires coming
from unemployment (UE new hires) versus new hires switching from
one job to another.17 Furthermore, to understand which part of the
earnings distribution contributes most to the explanatory power of
the job-finding rate, we estimate specification (3) for each group at
each decile of that group’s earnings distribution. Table 3 shows the
results for stable earners, while Table 4 focuses on the two categories
of new hires.

Looking at Table 3, we see a positive relationship between sta-
ble earnings and the job-finding rate at all deciles of the earnings

17For completeness, we have also considered new hires transitioning from inac-
tivity. However, none of the transition rates appeared to be linked with the
earnings of that group. These results are available upon request.
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Table 3. Regressions by Deciles for Stable Earnings

Job Stayers

Decile Λu Λe Λn

10th 0.131∗ 0.722 1.154∗
20th 0.081∗∗ 0.295∗ 1.169∗∗∗

30th 0.056∗∗ 0.222∗ 1.334∗∗∗

40th 0.041∗ 0.176 1.356∗∗∗

50th 0.045∗ 0.112 1.246∗∗∗

60th 0.061∗∗ 0.094 1.301∗∗∗

70th 0.061∗∗ 0.103 1.299∗∗∗

80th 0.059∗∗∗ 0.069 1.393∗∗∗

90th 0.061∗∗∗ 0.081 1.451∗∗∗

Note: Number of observations: 1,168. ***p < 0.01, **p < 0.05, *p < 0.1.

Table 4. Regressions by Deciles for New-Hire Earnings

UE New Hires Job Switchers

Decile Λu Λe Λn Λu Λe Λn

10th 1.796∗∗∗ 1.299 −3.248 0.674∗∗ 3.430∗∗∗ 3.429
20th 2.040∗∗∗ 1.772 −2.596 0.486∗∗∗ 2.748∗∗∗ 1.558
30th 1.871∗∗∗ 1.165 −2.505 0.329∗∗∗ 2.439∗∗∗ 1.173
40th 1.480∗∗∗ 1.152 −1.749 0.249∗∗∗ 2.458∗∗∗ 1.202
50th 1.166∗∗∗ 1.197 −0.706 0.218∗∗∗ 2.496∗∗∗ 1.164
60th 0.931∗∗ 1.011 −0.357 0.161∗∗ 2.511∗∗∗ 1.455
70th 0.696∗∗ 0.918 0.334 0.096 2.495∗∗∗ 1.370
80th 0.404 1.031∗ 0.411 0.056 2.293∗∗∗ 0.741
90th 0.021 1.003∗ 0.371 0.007 1.661∗∗∗ 1.025

Note: Number of observations: 1,168. ***p < 0.01, **p < 0.05, *p < 0.1.

distribution. The link is quantitatively small but consistently signif-
icant. The predictive power of the job-to-job rate is insignificant at
most deciles, casting doubt on the strategic effect of the BM model
in the New Zealand context. Stable earnings are tightly linked with
the NE rate. This is in line with Moscarini and Postel-Vinay (2017),
who find a close relationship between wages and NE transitions in
the United States, as well as with Armstrong and Karagedikli (2017)
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who argue that NE flows are particularly large in New Zealand.
However, as discussed above, LEED does not enable us to disen-
tangle migrants from non-participants, and we cannot rule out the
conjecture that migration flows are a prime determinant of cycli-
cal variations in stable earnings in New Zealand. A deeper analysis
of the roles of migrants and non-participants in New Zealand wage
dynamics is an interesting avenue for future research.

Turning to Table 4, we see that the earnings of newly hired work-
ers transitioning from unemployment are exclusively linked to the
job-finding rate. This association is stronger at the bottom of the
distribution: the semi-elasticity is equal to 1.9 and highly significant
at the three lower deciles. It then declines progressively as we move
to higher deciles. Contrary to Gertler, Huckfeldt, and Trigari (2020),
the earnings of new hires from unemployment are more responsive
to the labor market conditions (the job-finding rate from unemploy-
ment) than the earnings of job stayers. Interestingly, the influence of
the job-finding rate is stronger on new-hire wages at lower deciles of
the wage distribution, in line with the findings of Katz and Krueger
(1999) that the wage Phillips curve is more vivid for low-wage
workers.

The earnings of job switchers are primarily connected with the
job-to-job transition rate. This association is tight and highly signif-
icant (at 1 percent) throughout the entire earnings distribution. The
semi-elasticity of job-switcher earnings to the job-to-job rate is 3.43
at the lowest decile. It then declines gradually to reach 1.66 at the
top decile. Surprisingly, the job-finding rate also plays a significant
role at the bottom half of the earnings distribution of job switchers.
The explanatory power of the NE rate is insignificant at all deciles.

The results in this section include a number of insights, some of
which are new, into the cyclical wage dynamics of newly hired work-
ers. In contrast to Moscarini and Postel-Vinay (2016) and Karahan
et al. (2017), our results show that the job-finding rate plays an
important role in describing the cyclical wage dynamics of newly
hired workers even after controlling for the job-to-job and NE rates.
Indeed, the job-finding rate from unemployment is the only tran-
sition rate that consistently displays a significant relationship with
the earnings of all categories of workers: job stayers, new hires from
unemployment, and new hires switching jobs. Instead, once we con-
trol for the job-finding and NE rates, the job-to-job transition rate
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appears to be exclusively connected to the earnings of new hires
switching jobs, suggestive of a pure composition effect. The fact that
the semi-elasticity of job-switcher earnings to the job-to-job rate is
largest at the lowest decile of the earnings distribution further high-
lights the importance of the bottom rung of the job-ladder, in line
with Haltiwanger et al. (2018).

4. Conclusions

In this paper, motivated by recent findings of Moscarini and Postel-
Vinay (2016) and Karahan et al. (2017), we have attempted to dis-
tinguish between two models of wage determination—one in which
the job-finding probability of the unemployed plays a key role (the
DMP model), and another in which it does not play any role for the
benefit of the job-to-job transition rate (the BM model). To do so,
we have used administrative data from New Zealand and replicated
the empirical strategy of Karahan et al. (2017), exploiting pooled
cross-regional variations to assess the explanatory power of the job-
finding and job-to-job transition rate for the cyclical wage dynamics
of stable earners and new hires.

Although some of our results lend support to the view that on-
the-job search is a prominent factor of cyclical wage dynamics in
New Zealand—specifically, new-hire earnings are tightly linked to
the pace of job-to-job reallocation—some others differ starkly from
the views of Moscarini and Postel-Vinay (2016) as well as Karahan
et al. (2017). In particular, we find that the job-finding rate retains
significant explanatory power for the earning dynamics of newly
hired workers even when controlling for the pace of job-to-job tran-
sitions. This result poses a challenge to the BM model. When we
control for NE flows, the explanatory power of the job-to-job transi-
tion rate disappears for stable earnings, suggesting that the strategic
rent-extraction channel of the BM model is not relevant in the New
Zealand context. Instead, the participation margin seems to matter
for the evolution of stable earnings, an aspect neglected in the BM
and DMP model.

To discover the source of the influence of the job-finding rate on
the cyclical wage dynamics of new hires, we have then distinguished
between the new hires coming from the unemployment pool and
those transitioning from one job to another. For each category, we
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have evaluated the comparative explanatory power of the job-finding
rate at different deciles of the earnings distribution. Earnings of new
hires from unemployment are exclusively linked to the job-finding
rate, and this association is especially tight at the bottom of the
earnings distribution. Moreover, the earnings of UE new hires are
more responsive to the labor market conditions (the job-finding rate
from unemployment) than the earnings of job stayers, in contrast to
evidence reported by Gertler, Huckfeldt, and Trigari (2020). Surpris-
ingly, the job-finding rate also plays a role in describing the earnings
dynamics of job switchers at the lower half of the earnings distrib-
ution. However, job switchers’ earnings are primarily linked to the
job-to-job transition rate, in agreement with the composition chan-
nel (i.e., a job-ladder mechanism) in the BM model. Furthermore,
consistent with Haltiwanger et al. (2018), the bottom rung of the
job ladder is the most essential one.

Our findings can inform recurrent policy debates on cyclical wage
dynamics. Understanding the mechanisms of labor market dynam-
ics and wage fluctuations is paramount to any central bank pursu-
ing a flexible inflation-targeting strategy. In a number of countries,
including New Zealand, the recent experience before the COVID-19
pandemic, marked by low unemployment rates and subdued wage
growth left many policymakers perplexed.18 Our results highlight
the prominence of a composition effect, working through a job-ladder
mechanism, for wage growth in New Zealand. Besides, our findings
reveal that the job-finding rate is linked to the wage dynamics of
both stable earners and new hires, especially those coming from the
unemployment pool.

Finally, Kudlyak (2014) and Basu and House (2016) show that
it is the present discounted value of wages that matters for firms’
hiring decision in the DMP model. This is especially the case in the
presence of implicit contracts whereby wages of newly hired workers
respond more to the outside option than wages of existing workers
(Beaudry and DiNardo 1991), as we find in the New Zealand data.
An interesting avenue for future research would be to investigate how
the user cost of labor (the effective price for new hires) responds to
the outside option in New Zealand data.

18Recent papers, such as Jørgensen and Lansing (2022), argue for an important
role of expectations in the behavior of the Phillips curve.
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Appendix. Robustness Checks

In this appendix, we conduct a number of robustness checks for the
“All Employees” category. Our first robustness check is motivated
by the observation in Figure 1 that the regional job-to-job series
may contain a structural break around 2008: job-to-job flows in all
regions experienced a sharp fall in 2008 and, in many regions, they
did not recover fully over the subsequent decade. In order to detect
a possible break, we run the Bai-Perron break test. The test signals
the presence of a structural break in 2008:Q2. Based on this informa-
tion, we split the sample at that date and re-estimate specifications
(1) to (3) over each sub-period. Table 5 displays the results. Several
comments are in order. First, the influence of the job-finding rate
appears to have declined over time: the point estimate of the semi-
elasticity falls from 0.325 in the first period to 0.157 in the second
period. Although small in magnitude, the explanatory power of the
job-finding rate remains highly significant in both periods. Second,
the effect of job-to-job flows seems to have become somewhat more
pronounced over time: the point estimate of the semi-elasticity of
earnings with respect to the job-to-job probability increases moder-
ately from 0.878 pre-2008 to 1.175 post-2008. The explanatory power
of the job-to-job transition rate is highly significant in both periods.
Finally, the influence of the inactivity-to-employment transition rate
is highly unstable across the two periods. This striking instability
calls for some caution when interpreting the influence of NE flows
on earnings dynamics in New Zealand. As pointed out in the main
text, a caveat of our analysis is that we cannot distinguish between
NE flows and immigrants to New Zealand who start working shortly
after their arrival. We leave that issue for future research.

To further explore the nature of the structural break, we perform
a second robustness check. Instead of splitting the sample period
in 2008, we now introduce a dummy variable, break, that takes
the value 0 before 2008:Q2 and 1 afterwards. The dummy variable
enters in specification (2) and (3) as an interaction term with the
job-finding rate Λu, the job-to-job transition rate Λe, and the
inactivity-to-employment transition rate Λn. The results are
reported in Table 6. For both specifications, the slope interaction
terms are insignificant, suggesting that the explanatory power of
each transition rate stays relatively constant across the two periods.
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Table 5. Pre- and Post-Break Estimation

Pre-2008 Post-2008

Λu 0.392*** 0.326** 0.325** Λu 0.195*** 0.168*** 0.157***
(0.134) (0.131) (0.129) (0.061) (0.050) (0.049)

Λe 0.880*** 0.878*** Λe 1.226*** 1.175***
(0.184) (0.180) (0.303) (0.301)

Λn 0.039 Λn 2.691***
(0.731) (0.530)

Note: Number of observations: 1,168. Robust standard errors (clustered at regional
level) in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1.

Table 6. Full Sample Estimates with Break Interactions

(2) (3)

Λu 0.261** 0.247**
(0.110) (0.114)

Λe 1.032*** 1.025***
(0.167) (0.188)

Λn 0.907
(0.881)

Break 0.626*** 0.600***
(0.016) (0.024)

Λu × Break 0.083 –0.078
(0.060) (0.068)

Λe × Break –0.023 –0.123
(0.200) (0.248)

Λn × Break 1.489
(1.713)

Note: Number of observations: 1,168. Robust standard errors (clustered at regional
level) in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1.

The break appears to be significant, but that comes from the inter-
cept, not from the slope coefficients. Interestingly, the influence of
Λn is now insignificant. Altogether, the two robustness checks convey
the impression that our findings regarding the respective explana-
tory power of the job-finding rate and the job-to-job transition rate
are reasonably robust, and that we should interpret the influence of
NE flows on earnings with a pinch of salt.
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Table 7. Controlling for Lagged Earnings

(2) (3)

(a) (b) (d) (d)

Λu 0.204** 0.215** 0.197** 0.207**
(0.076) (0.082) (0.075) (0.081)

Λe 1.054*** 1.037*** 1.004*** 0.998***
(0.179) (0.187) (0.177) (0.182)

Λn 1.575*** 1.530***
(0.505) (0.486)

lw(–1) 0.105* 0.096
(0.059) (0.057)

Note: Number of observations: 1,168. Robust standard errors (clustered at regional
level) in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1.

Our last robustness check tackles a different issue. For the sake
of comparability with Karahan et al. (2017), our baseline specifi-
cations did not include the lagged log wage. These regressions all
featured time fixed effects which were expected to capture the per-
sistent element in wages. We now check this conjecture by including
the lagged log wage in specifications (2) and (3). Looking at Table
7, we see that the lagged log wage term turns out to be economically
and statistically insignificant, and its inclusion does not noticeably
affect the coefficients of the job-finding rate and job-to-job transi-
tion rate. This confirms the adequacy of the baseline specifications
with time fixed effects.
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In this paper, we investigate the drivers of household con-
sumption in the wake of the COVID-19 pandemic, focusing
on Italy. We combine a macro and a micro approach and find
that the deterioration in economic conditions can only explain
about half of the slump in consumption, both at the aggre-
gate and at the individual level; increased income and health
risks significantly affect spending decisions, with heterogeneous
impacts across expenditure categories and household types.
At the micro level, the unemployed reduce spending for eco-
nomic reasons, while the self-employed are mainly discouraged
by health risks and uncertainty; restrictive measures play a
minor role.
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1. Introduction

Following the outbreak of COVID-19, Italian private consumption
fell dramatically (by about 10 percent), but the contraction in dis-
posable income, which was sustained by the stimulus package imple-
mented by the government since the outbreak of the pandemic, was
somewhat smaller (about 3 percent). The saving rate then spiked
and touched historically high levels, going above 20 percent in spring
2020. The spectacular increase in saving during the COVID-19 cri-
sis was rather unusual, and seemed to contradict standard economic
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Figure 1. Changes in Household Consumption
and Saving Rate between 2019 and 2020

Source: Federal Reserve Economic Data (FRED) database and Eurostat.
Note: Consumption is the percentage difference between the final consumption
expenditure of households from the annual national accounts in 2019 and 2020.
Saving is the change in the gross household saving rate from quarterly sectoral
accounts between 2019 and 2020.

models that suggest that income falls more than consumption dur-
ing recessions, as households attempt to smooth at least part of the
negative shock, resulting in decreased saving rates (see Rodano and
Rondinelli 2014 for the recent global financial crisis and sovereign
debt crisis). Among the euro area countries, Italy, together with
Spain, recorded the sharpest drop in consumption and the strongest
increase in the saving rate (Figure 1); the unusual rise in saving
affected the United States as well.

Given that the shock was exogenous, unexpected, and common to
many countries, the recent health crisis is an ideal setting in which to
study to what extent household spending is shaped by actual changes
in economic fundamentals rather than by other, more subjective fac-
tors. During a health crisis the relevant household beliefs regarding
consumption and saving choices include not only expectations about
future income—most likely endogenous to the current economic
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condition—but also other factors, such as the fear of infection and
the desire to save more to face the considerable uncertainties about
the evolution of the epidemic and its economic consequences. This
makes pandemics different from standard recessions and likely to
have more persistent macroeconomic effects (Jordà, Singh, and Tay-
lor 2022), but it also provides useful variation in the motivations for
cutting consumption that allows the role of subjective expectations
for household spending to be identified.

In this paper, we investigate how economic conditions and other
pandemic-related factors shaped consumption patterns in Italy dur-
ing the COVID-19 pandemic, and we look into the contribution of
these drivers across expenditure categories and household types. Sev-
eral factors can be held responsible for these consumption and saving
patterns. The first factor relates to the classical economic funda-
mentals: the fall in disposable income and the job losses may have
induced households to cut spending; at the same time, the effect
of economic hardship on savings is unclear, as liquidity constraints
may have impaired the possibility of putting resources aside irrespec-
tive of the desire to save. Second, households might want to increase
their saving buffer for precautionary reasons, because they were more
uncertain about the evolution of their economic situation or because
they perceived a higher health risk. Third, lockdown policies pre-
vented some kinds of expenditure (restaurants and travel above all),
generating forced savings. Fourth, the risk of infection may have
discouraged households from consuming certain types of goods and
services that require social contacts. All these factors likely played a
role, albeit with different intensities for each spending category and
for different types of households.

To tackle this issue, we combine a macro and a micro approach.
On the macro side, we estimate a consumption equation à la Ando
and Modigliani (1963) by regressing private consumption on its tra-
ditional determinants, such as income, wealth, interest rates, and
expectations. We interpret the unexplained part of the consump-
tion drop as being driven by pandemic-related factors not explic-
itly included in the regression, such as the fear of infection, lock-
down policies, and increased uncertainty about the future. We find
that standard economic factors can only explain about half of the
slump in consumption, but the relative importance of each driver
varies substantially across expenditure categories. As expected,
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pandemic-related factors are more relevant for those items directly
affected by lockdown policies and for which the perceived risk of
infection is higher, such as restaurants, hotels, recreational activities,
and clothing.

The macro approach allows us to distinguish the standard deter-
minants of consumption relating to economic reasons, precautionary
motives, and uncertainty, but it cannot single out the impact of the
fear of infection and lockdown policies; by construction, these are
included in the residual of the model. The pandemic event was a
quite new type of recession in our sample, so time-series data do not
provide us with sufficient variation to disentangle the impact of these
specific factors. The macro framework therefore calls for an integra-
tion with micro data, which allows us to explore spending patterns
by exploiting the cross-sectional variation. Hence we leverage data
from the Bank of Italy’s Special Survey of Italian Households (SSIH
hereafter), which was launched after the onset of the COVID-19
pandemic. The survey contains questions on the respondent’s finan-
cial situation, occupational status, saving possibilities, consumption
choices, and expectations on future income changes and labor market
prospects, which mimic the standard determinants of consumption
used in the macro approach. Moreover, the survey asks questions
about the changes in and motivations for spending behavior during
the pandemic. Therefore, this unique data source allows us to build
individual-level measures of the financial situation, uncertainty, and
fear of infection, and to analyze their contribution to the expected
evolution of consumption. Moreover, we capture the impact of con-
tainment measures by leveraging heterogeneous restrictions between
Italian regions during the autumn of 2020.

To strengthen the link between the macro and micro approaches,
the households interviewed in the SSIH were asked about spending
on goods (non-durable, durable, and semi-durable) and services over
the following three months. More precisely, the categories relating to
food, clothing and footwear, home goods, and services in the SSIH
were chosen to line up with those available at the aggregate level;
this ensures comparability between the macro and micro approaches
for the main outcome variable.

In line with the macro approach, the microeconometric evidence
shows that the deterioration in economic conditions can only explain
about half of the slump in consumption. Apart from economic
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reasons, the fear of infection is the largest contributor to the prob-
ability of cutting spending in the following three months, followed
by heightened uncertainty about the future due to economic and
health concerns; once the previous factors have been controlled
for, restrictive measures do not play a significant role. The micro
approach can provide interesting insights into the importance of dif-
ferent pandemic drivers across households’ characteristics, such as
the occupational status and the expected possibility of saving: fears
of infection and uncertainty account for a larger share of the drop
in consumption for self-employed household heads; the fall in expen-
diture for unemployed household heads, instead, depends mostly
on economic reasons. Moreover, uncertainty is a significant factor
only for liquidity-constrained individuals, namely those who do not
expect to be able to put resources aside in the following year.

The rest of the paper is organized as follows. Section 2 reviews the
literature on consumption during the COVID-19 crisis and discusses
the fiscal support Italian households received during the pandemic.
In Section 3 we present the estimates of the aggregate consumption
function by expenditure category. In Section 4 we describe the Bank
of Italy’s Special Survey of Italian Households and investigate the
reasons for cutting spending using micro data. Section 5 concludes.

2. Consumption Patterns during
the COVID-19 Pandemic

Our paper contributes to the long-standing research on consump-
tion behavior, which acknowledges the important role of consump-
tion risk and subjective expectations for explaining current spending
decisions (Christelis et al. 2020b). In this paper, we exploit the unex-
pected and unprecedented nature of the COVID-19 crisis to quantify
the importance of different factors in the response of consumption.
Moreover, we can assess the relative importance of health and income
risk by leveraging the individual-based measures constructed from
the household survey.

We also provide novel evidence on consumption and saving pat-
terns after the outbreak of COVID-19, which has been at the center
stage of the academics’ and policymakers’ agenda since the burst of
the pandemic. High-frequency bank and credit card transaction data
show that households reacted to the spread of the virus with sizable
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cuts in spending that were not evenly distributed across consump-
tion categories (Andersen et al. 2020, Baker et al. 2020, Chetty et al.
2020, Cox et al. 2020). Furthermore, these cuts were much larger
than those that could be explained by the job and income losses
occurring at the same time and involved households across the whole
income distribution (Chetty et al. 2020, Cox et al. 2020).1 This evi-
dence suggests that consumers’ behavior during the pandemic was
affected not only by economic factors but also by restrictive poli-
cies, infection concerns, and possibly by a precautionary attitude
reinforced by the increase in both income and health risks. How-
ever, it is hard to discriminate between the latter factors: indeed,
the extent to which spending on non-essential items was influenced
by formal stay-at-home orders (lockdowns) is controversial (Ander-
sen et al. 2020, Baker et al. 2020, Chetty et al. 2020, Alexander
and Karger 2023). Using a different methodology applied to Italy,
our work complements this evidence, highlighting the importance
of the fear of contagion and precautionary motives for consumption
choices, independently of government-mandated restrictions.

Finally, our work is closely connected to the literature that
exploits household surveys carried out during the pandemic
(Christelis et al. 2020a, Coibion, Gorodnichenko, and Weber 2020b,
Coibion et al. 2021, Hodbod et al. 2021, Immordino et al. 2022).
Based on the Consumer Expectations Survey (CES) conducted in
the six largest euro area economies, Christelis et al. (2020a) find
a strong effect of financial concerns due to COVID-19 on spending
on non-durables, consistent with an important role of precautionary
motives during the first peak of the pandemic and its immediate
aftermath. Our results confirm and complement this evidence, as
we highlight the importance of both economic reasons and idiosyn-
cratic uncertainty for consumers’ behavior. Our paper is close to
that of Hodbod et al. (2021), who analyze the role of additional
motivations for cutting consumption, such as the worries about the
infection risk and permanent shifts in households’ tastes. Like them,

1As pointed out by Cox et al. (2020), the spending drop in March 2020 is
roughly eight times larger than the average household credit card spending drop
in the first month of unemployment for unemployment insurance recipients in
normal times, as estimated by Ganong and Noel (2019) on U.S. data.
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we quantify the importance of different drivers for consumption pat-
terns, but we also provide evidence of significant heterogeneity across
household categories. Furthermore, our macro approach provides an
estimate of the impact of pandemic-related factors on aggregate con-
sumption and offers complementary evidence on their heterogeneous
importance for different expenditure categories.

Household spending was deeply affected by the pandemic, despite
the large-scale fiscal measures implemented by the governments
around the world, such as direct payments to individuals in the
form of stimulus checks (Coibion, Gorodnichenko, and Weber 2020a)
or temporary cuts in consumption taxes (Bachmann et al. 2021).
Moreover, central banks adopted large-scale unconventional meas-
ures, including large-scale asset purchase programs (D’Acunto et al.
2021). In Italy, public transfers to households rose by more than 10
percent in 2020, contributing to limiting the fall in household dispos-
able income, which only contracted by 2.7 percent (against a GDP
drop of 9 percent); the decrease in income from self-employment was
more marked (more than 10 percent).

The SSIH provides additional granular information on the evolu-
tion of household income and fiscal support measures. One-third of
households interviewed in November 2020 asserted that their income
declined in 2020 compared with the previous year; this share rises to
over half among households headed by a self-employed worker or by
someone unemployed (Rondinelli and Zanichelli 2021a). The same
data suggest that between March 2020 and April 2021 more than
40 percent of Italian households had access to at least one form
of income support for workers (wage integration, benefits for the
unemployed and self-employed or freelancers, and other bonuses) or
for households (Reddito di cittadinanza, Reddito di emergenza, and
baby-sitting vouchers); of these, about one-third stated that they
benefited from two or more measures.2 Moreover, other policies such
as the extension of wage integration schemes (Cassa integrazione
guadagni, or CIG), the freeze on dismissals for economic reasons,

2In April 2019, a new minimum income scheme (Reddito di cittadinanza) was
introduced in favor of households suffering economic hardship. This measure was
temporarily expanded by the introduction of the emergency income (Reddito di
emergenza) that was established by Decree Law 34/2020 and renewed by Decree
Laws 104/2020, 137/2020, and 41/2021. Access to this measure was conditional
on the possession of certain income and capital requirements.
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and business support measures contributed to limiting the decline
in the number of employed persons.

Not only was the evolution of income and fiscal support measures
heterogeneous across the household distribution, but the spending
response was as well. In 2020, Italian consumption decreased for
all households, but more markedly for those whose head was an
entrepreneur or a self-employed and for the most affluent ones (Istat
2021), as they generally spend a greater part of their budget on the
consumption items hit the most by the pandemic.

In this paper, we take into account the government’s support
measures both in the macro and in the micro approach. At the
aggregate level, fiscal transfers are included in household dispos-
able income, which we consider in the macro regression as one of the
main determinants of household consumption. At the micro level, we
know whether households have received any kind of income support
and we can control for it (see Section 4.3).

3. The Macroeconomic Approach

3.1 The Econometric Strategy

In this section we investigate the consumption pattern during
COVID-19 in Italy from a macro perspective, by estimating a con-
sumption equation à la Ando and Modigliani (1963), as adapted
to the Italian economy by De Bonis et al. (2020). Our goal is to
broadly quantify to what extent standard drivers can explain con-
sumption dynamics in 2020, rather than estimate the precise elas-
ticity of household spending to each factor by taking into account
their long-term relationships. Hence we estimate a simple OLS
regression3:

ct = α + X ′
tβ + εt, (1)

where ct is the log of household consumption in real terms, α is a con-
stant, and Xt is a vector of covariates including the log of permanent
income, income volatility, the log of real wealth, the log of financial

3De Bonis et al. (2020) instead adopt a vector error correction model, as they
are interested in providing precise estimates of the elasticity of consumption to
different components of wealth using a longer sample period.
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wealth, the interest rate, hours worked, unemployment expectations,
and uncertainty.4 In this way, we control for all the main determi-
nants of consumption, which we can group in the following cate-
gories: (i) permanent income; (ii) current income, proxied by hours
worked; (iii) wealth (both real and financial); (iv) the intertemporal
rate of substitution, proxied by the interest rate; (v) unemployment
expectations; and (vi) consumers’ disagreement about the evolution
of the economic situation.5 The evolution of permanent income is
given by the four-quarters moving average of the household real dis-
posable income; we also control for its volatility, computed as the
standard deviation of income growth on a rolling backward window
of two years.6 We capture current income through hours worked,
which provides a better signal of the cyclical position of the econ-
omy compared to employment-based measures. This is of primary
importance for 2020, when the government put restrictions on lay-
offs to safeguard jobs during the pandemic crisis.7 Real wealth is
the value of dwellings owned by households and thus depends on
the evolution of housing prices. Financial wealth is the collection of
net financial assets held by households, both liquid and illiquid. We
use the same definition of De Bonis et al. (2020): liquid assets include
deposits, bonds, mutual funds, and quoted shares net of total liabil-
ities, whereas illiquid financial wealth is the sum of unquoted shares
and other equity plus holdings of insurance and pension fund instru-
ments. We include the long-term interest rate at 10-years maturity
to control for borrowing conditions. Finally, we introduce other two

4Appendix A contains a detailed description of the data used in this section.
5Along the lines identified by De Bonis et al. (2020), we tested alternative

specifications distinguishing liquid from illiquid wealth and further splitting liq-
uid wealth into assets and liabilities. In other robustness checks we included a
credit conditions index and the log of the interest rate, thus allowing for potential
non-linear effects of this variable. None of these regressors had a significant effect
on total consumption, and we thus excluded them from the baseline specification.
Results are available upon request.

6Using different definitions of permanent income, such as the 8- or 12-terms
moving average of household disposable income, leads to a reduced significance of
the elasticity of consumption to this factor and to an increase in the magnitude
of the coefficient on hours worked. The other results are almost unchanged.

7Even in normal times the fit of the consumption equation improves moving
from an employment-based measure to the one based on hours worked.
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variables that may hold back spending, namely consumers’ expecta-
tions and their dispersion. Unemployment expectations, taken from
the consumer survey of the European Commission, account for con-
sumers’ mood about the overall evolution of the labor market. A rise
in unemployment expectations, everything else equal, suggests rising
concerns about the economic situation that should induce house-
holds to save more. Lastly, we build a measure that reflects the
dispersion of consumers’ responses in the survey of the European
Commission. We consider the principal component of such indices
based on the expectations about their own financial situation, the
national economic situation, and the labor market.8

Regarding the dependent variable, we consider several alter-
natives. First, we estimate Equation (1) on real consumption of
resident households, from national accounts data. Then we con-
sider a breakdown by six expenditure categories: (i) hotels and
restaurants, (ii) recreation and culture, (iii) clothing and footwear,
(iv) furnishing and house equipment; (v) personal care; (vi) food and
beverage.9 This distinction can provide interesting insights about the
heterogeneous impact of the pandemic and the importance of differ-
ent motives underlying spending patterns. Government restrictions
should have the strongest impact on the travel and accommodation
industry. Health concerns may possibly regard a wider range of goods
and services that require social interactions. Changes in households’
habits—above all, the surge in teleworking—may have also shifted
their preferences towards different goods, like furnishing and house
equipment. As shown by other works on U.S. data (Chenarides et al.
2021), food and beverage consumption could be positively affected
by substitution effects between restaurants and home production
and, at the outbreak of the pandemic, by consumers’ panic about
possible disruptions in the food supply chain. Moreover, food con-
sumption should be the least affected by the plausible intensification
of precautionary attitudes.

8The dispersion index for question q is computed as Iq =
∑j=5

j=1 F q
j (1 − Fj),

where F q
j is the cumulated frequency of responses of type j at question q, where

j ranges from “very negative” to “very positive.” Hence, the index ranges from
0 (no dispersion) to 1 (maximum dispersion). The indices are also standardized
to have 0 mean and unitary standard deviation.

9For personal care spending we take the data from Confcommercio.
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3.2 The Results

We estimate the model by OLS on quarterly data over the period
2001:Q2–2019:Q4 (74 observations).10 We intentionally exclude the
pandemic period from the estimation sample because it likely rep-
resents a structural break in the historical correlations among the
selected variables that would distort the estimated coefficients if not
properly taken into account. Our aim is to show how much of the
drop in consumption can be explained by standard drivers according
to their pre-pandemic relationships.11 In this way the unexplained
part of the spending cut can be interpreted as related to the pan-
demic, either directly through the fear of contagion, government-
mandated restrictions, and heightened uncertainty about the future
due to economic and health concerns, or indirectly through an ampli-
fication of the importance of standard drivers and changes in house-
holds’ preferences. The estimates show that the income channel is
stronger for non-essential items such as restaurants and furnishings,
while food consumption is less sensitive to changes in permanent
income or hours worked.12 The impact of real and financial wealth
is overall modest. The interest rate is negative and significant for
total consumption, restaurants and hotels, and personal care. Unem-
ployment expectations and consumers’ disagreement about economic
prospects weight negatively on all categories except furnishings and
food.13

10The choice of the sample period is motivated by data availability. Household
real disposable income is available since 1999:Q1, hence the quarter-on-quarter
(q-o-q) growth rate starts in 1999:Q2 and the first observation of the volatility
of income is two years later.

11Although the model is deliberately simple, it captures consumption dynam-
ics considerably well in the pre-pandemic period. To see this, we estimated the
model with data up to 2015 and obtained out-of-sample forecasts for the period
2016–20. The root mean squared forecast error (RMSFE) of our model on the
year-on-year (y-o-y) growth rate of total consumption is 0.4, considerably smaller
than the unconditional standard deviation of the time series (1.3 percent) and
the RMSFE of a simple time-series model (an autoregressive process with two
lags, selected to maximize information criteria), which yields an RMSFE of 0.7.

12The estimates of the model coefficients are reported in Appendix B,
Table B.1.

13Food consumption is positively affected by unemployment expectations and
negatively affected by consumers’ disagreement.
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To assess the contribution of the different factors to consumption
dynamics during the pandemic, we apply the estimated β coeffi-
cients to the y-o-y changes of the covariates in the four quarters
of 2020. In this way, we get the contribution of the different dri-
vers to the predicted y-o-y change in household consumption.14 We
expect a modest impact of permanent income and wealth, as they
are slow-moving variables, as well as of financial conditions, which
could not be eased much further given the low interest rate envi-
ronment in place already before the outbreak of the pandemic. In
contrast, changes in hours worked and in the survey-based meas-
ures, which are more responsive to cyclical conditions, could have a
stronger influence on spending patterns in 2020.

As expected, given the sharp economic contraction caused by
the spread of the virus, the income effect proxied by hours worked
explains about 70 percent of the predicted drop in spending in 2020
(Figure 2). Consumers’ worries and divergent expectations about
economic and labor market prospects also play a relevant role,
accounting for more than 20 percent of the consumption cut. The
accommodative monetary policy stance, which maintained interest
rates low (here included in the “Other” factors), gave instead a
small positive contribution. Notice that the model can only explain
half of the dramatic slump in consumption in the first half of 2020
and about 60 percent of the y-o-y variation in 2020:Q3, while pre-
dicted consumption growth is much closer to the realized figure for
2020:Q4.15

The unexplained share of the drop in spending over the year
is due to the peculiar features of the COVID-19 shock, which
cannot be captured by the standard determinants of consumption
included in the model. As in Dossche and Zlatanos (2020), we can
interpret the residual of the estimated model as the contribution
of pandemic-related factors, such as fears of contagion, restrictive

14We report the y-o-y instead of q-o-q changes to make more transparent the
drop in spending compared to the previous year; in fact, for some consumption
categories the q-o-q change is milder in Q2 than in Q1 just for a level effect.

15The difference between realized and predicted consumption growth rates (in
absolute values) amounts to 4.1 percentage points in Q1, 8.4 points in Q2, 2.8
points in Q3, and 1.9 points in Q4. Realized and predicted growth rates for
all consumption categories and for all quarters are reported in Appendix B,
Table B.2.
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Figure 2. Household Consumption
Growth and Main Drivers

Source: Our computations on Istat, Bank of Italy, and ECB data.
Note: The solid line is the y-o-y realized growth in consumption. The dashed
line represents y-o-y consumption growth predicted by regression (1). The bars
represent the contribution of different factors to the predicted y-o-y consump-
tion growth, expressed in percentage points. The category “Other” includes the
volatility of income and the interest rate.

policy measures, and heightened uncertainty about the future asso-
ciated with either economic or health concerns. Although this
aggregate approach does not allow us to disentangle these factors,
we can gather additional information by observing how the share
of the unexplained spending drop varies by expenditure category
(Figure 3).16

Given the nature of the shock, we expect the difference between
predicted and actual growth rates in total consumption to be
higher for the consumption categories which suffered the most from
COVID-19. Focusing on the spring months of 2020, the residual is
indeed very sizable for restaurants and hotels and for recreational

16Figure B.1 in Appendix B represents the unexplained drop in spending in all
quarters.



194 International Journal of Central Banking February 2024

Figure 3. Unexplained Consumption Growth in
Macro Regressions (realized – predicted)

Source: Our computations on data from Istat, Bank of Italy, ECB, and
Confcommercio.
Note: For each consumption item we estimate the regression (1) and compute the
difference between realized and predicted y-o-y consumption growth (residual).

and cultural activities, whose expenditure decreased by almost 70
and 40 percent, respectively, compared to 2019:Q2 (in 2020, as a
whole, spending in these categories declined by 40.6 and 22.5 per-
cent, respectively). Additionally, the standard drivers cannot explain
one-third of the drop in clothing and footwear in 2020:Q2 (about half
in the first three quarters of the years). Expenditure in furnishings
and house equipment reduced by about 7 percent in 2020, much less
than what one would have expected on the basis of the historical
correlations with hours worked and permanent income; the residual
is hence positive for this category. This result is probably due to the
change in life style determined by the COVID-19 shock, which forced
households to spend more time at home, inducing them to reallo-
cate some of their expenditures to furnishings. Spending in personal
care items fell by 6.3 percent; in this case, however, the model would
have predicted a milder drop, as evident from the negative residu-
als. Lastly, food and beverages consumption is the only spending
category which registered a positive variation in 2020 (1.9 percent),
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higher than the model prediction.17 In conclusion, the model overes-
timates spending in restaurants and hotels, recreation and culture,
clothing, and personal care; at the same time, it underestimates the
expenditure in furnishings and food consumption. Notice that the
“abnormal” fall in consumption was larger but not limited to the
first half of the year, characterized by a strong lockdown, and to
restaurants and hotels, the category mostly affected by the policy
measures. This suggests that other factors, like the fear of contagion
and uncertainty about the future, do play a role in the pattern of
aggregate consumption. In what follows we dig deeper into these
factors using micro data.

4. The Microeconomic Approach

Complementing the analysis with micro data allows us to overcome
two limitations of the macro approach. First, we can dig deeper into
the share of the exceptional drop in consumption not explained by
the standard determinants and disentangle the relative importance
of pandemic-related factors. Secondly, by building individual-level
measures of such drivers, we can study how their contribution varies
with households’ characteristics.

4.1 The Bank of Italy’s Special Survey on Households

Since April 2020, soon after the outbreak of the COVID-19 pan-
demic, the Bank of Italy has been conducting a Special Survey
of Italian Households to collect information on the impact of the
epidemic on the financial situation and expectations of Italian house-
holds.18 Apart from the main demographic variables (sex, age, edu-
cation, area of residence), the survey contains questions on the
respondent’s financial situation, occupational status, saving possi-
bilities, consumption choices, and expectations on future income
changes and labor market prospects.

17The fit of the macro regression is very high, with an adjusted R-squared
above 0.9 for all categories except clothing and footwear (0.66). This is likely due
to the higher volatility of the latter category (2.9 in the pre-pandemic period,
against 1.3 for total consumption), which makes it harder to predict.

18See Appendix C for details on the SSIH.
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In this work we use mainly the third wave of the survey that
was conducted in the autumn of 2020, when the restrictive meas-
ures for the containment of the second pandemic wave were becom-
ing more and more stringent, though less restrictive compared to
April. Survey questions elicit consumption and saving expectations.
In particular, households are asked about their saving intentions,
i.e., whether over the next 12 months they plan to spend less than
the entire yearly income and succeed in saving (see Appendix C for
the exact wording). More than 40 percent of households expect to
spend less than their annual income in the next 12 months (Table
C.3). This share rises to 67 percent among households that expect
their income to increase, but it is non-negligible (just under 20 per-
cent) also among households that expect their income to fall. Two
considerations are in order. First, this question provides informa-
tion on the extensive margin of saving, allowing us to distinguish
(expected) savers from non-savers. However, it does not tell any-
thing about the intensive margin of saving, namely if the individual
expects to save less or more compared to the past (conditional on
being a saver). Second, the saving response is the net effect of income
and consumption developments. Therefore, respondents may expect
to succeed in saving for very different reasons: because they rely on a
safe income which more than satisfies their usual needs, because they
actively decide to save some resources to face unexpected events, or
rather because they choose or are forced to cut consumption—for
instance, because they fear being infected or because policy restric-
tions reduce the availability of some goods and services. Hence, to
shed light on the channels through which the pandemic altered the
saving behavior of Italian households, we start by focusing on the
changes in spending decisions, which are more directly affected by
the spread of the virus and fully under the households’ control.

We thus exploit the question about expected spending in goods
(non-durable, durable, and semi-durable) and services over the fol-
lowing three months.19 A little less than one-third of Italian house-
holds think that they will reduce their consumption; about half of
them plan to cut their spending by more than 20 percent (Table C.3).
The decrease is seen largely among households in the regions most

19See Appendix C for the exact wording.
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exposed to the health emergency. The reasons for cutting expendi-
ture seem to be not only economic: over one-fourth of individuals
that expect their income to increase in 2021 plan to cut spending.

Additional evidence on the reasons for cutting expenditure comes
from a specific question introduced in the third wave of the survey,
where households compare their spending in the previous month to
that before the COVID-19 pandemic.20 The question is asked sep-
arately for different categories: (i) food, (ii) clothing and footwear,
(iii) personal services, (iv) furniture, and (iv) bars, restaurants, and
hotels. Consistent with the macroeconomic evidence, around 80 per-
cent of households report that they have patronized some estab-
lishments less regularly—“hotels, coffee bars, and restaurants”—and
have made less frequent purchases in clothing stores than prior to the
pandemic; about two-thirds have cut spending on beauty and per-
sonal care services.21 The decline in these categories of consumption
items is greater in the regions hit the most by the public health
emergency; starting from the beginning of November 2020, Ital-
ian regions were differentiated on a weekly basis according to the
degree of restrictions in place, identified either by a yellow, orange,
or red color (with increasing severity).22 If households report to have
reduced spending in at least one category of clothing and footwear,
personal services, bars, hotels, and restaurants, they are asked the

20Question 1 of the COVID-19 module (Appendix C).
21In the case of services, it is more realistic to associate less frequent visits with

lower spending. In relation to the categories of food and clothing, instead, less
frequent visits to the physical stores may be accompanied by larger volumes of
purchases (go less, buy more) or by the use of other shopping modes that could
compensate for less in-store shopping, such as curbside pickup, online shopping,
and shopping by others (Ardizzi, Nobili, and Rocco 2020).

22Our data suggest that the decline in consumption was sharper in red and
orange regions, which featured both high infection rates and more stringent
restrictions, compared to yellow regions. There is also external evidence that
supports this claim. The drop in overall and service consumption in 2020 at
the regional level is negatively correlated with the cumulative sum of infections
(rescaled by the population) in the same region; results holds when considering
hospitalizations or deaths instead of infections. Moreover, Emiliozzi, Rondinelli,
and Villa (2023), using high-frequency credit card data, show that (i) overall
consumer spending dropped by more in the regions most hit by the pandemic
and (ii) consumer spending dropped by more in those categories more exposed
to the risk of infection.
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motivations of this choice.23 Just under half of the households say
that the reduction in consumption is due to diminished economic
resources (Table C.3). Among the other reasons given, fear of infec-
tion is the main driver, regardless of the severity of the restrictions
imposed in the interviewees’ regions of residence. The forced reduc-
tion in spending due to measures taken to contain the epidemic has a
lesser impact overall, although it is greater for households that reside
in “red zones.” The average score assigned to putting money aside
for unexpected events is 29, with a higher importance in “yellow
zones.”

4.2 Reasons for Cutting Expenditure

Despite being primarily a qualitative survey, SSIH allows us to esti-
mate a micro version of Equation (1), with the goal of disentangling
the drivers of the expected consumption pattern over the following
three months at the individual level. We take advantage of the rich
set of information included in the survey to control for both stan-
dard and pandemic-related determinants of consumption choices,
all considered at the individual level. Among the standard factors,
we control for (i) age and education, which capture the stage of
the individual’s life-cycle; (ii) actual income, proxied by the occu-
pational status; (iii) liquid wealth, captured by the difficulties in
making ends meets;24 and (iv) expectations about future resources,
which are assumed to be a function of individual expectations on
income and labor market developments.

Moreover, we are interested in disentangling the other channels
behind the exceptional drop in consumption and increase in sav-
ing. To do so, we build individual-level measures, which are either
exacerbated by the pandemic (like economic reasons and uncertainty
about the future) or directly linked to it (like the fear of contagion
and containment measures). The three questions on the reasons that
induced households to patronize some establishments less regularly
help in this regard. Rather than using directly these responses as

23Questions 2–3 of the COVID-19 module (Appendix C).
24Households reporting to have difficulties in making ends meet are three times

more likely to have not enough financial resources to face essential expenses for
three months compared to households who easily make ends meet.



Vol. 20 No. 1 Macro and Micro Consumption Drivers 199

regressors, which would limit the sample size, we first try to isolate
which other variables are mostly associated with the four reasons.

Households may want to put money aside for unexpected events
to smooth the uncertainty they will face in the future. This uncer-
tainty might be primarily affected by labor market events. For this
reason we construct a measure of individual uncertainty as a dummy
variable equal to one if the self-reported probability of (i) losing the
job is higher than 25 percent for employed household members and
(ii) finding a job is lower than 25 percent for unemployed individuals.
Notice that, by construction, the uncertainty variable is only avail-
able for households who have at least one member in the labor force
and hence it is missing for almost 80 percent of households whose
head is a pensioner.25 In what follows we will conduct robustness
checks to take into account the possible selection bias generated by
our definition of uncertainty.

Restrictive measures are more stringent in the regions most
severely hit by the epidemic at the time of interview, the so-called
red and orange zones.26

Households that decided to cut drastically spending in all types
of non-essential goods and services requiring social interactions—
like hotels, bars, and restaurants—and purchases in physical stores
selling clothing and footwear or furniture and appliances, might be
signaling a strong fear of contracting the virus. For this reason we
create a variable indicating fear as a dummy variable equal to one
when the household answers “1” to questions 1.2, 1.3, and 1.5 in
Appendix C.1 (FEAR). As a robustness check, we also construct an
alternative measure using a different survey question: in this case we
consider how spending would vary depending on the number of infec-
tions per day in the own region. Fearful households would eliminate
or strongly reduce their spending in hotels, coffee bars, and restau-
rants even in a more favorable epidemiological scenario. Our alter-
native measure of fear is thus a dummy variable equal to one if the

25In terms of observable characteristics, the pensioners for whom it is possible
to compute the uncertainty variable are significantly more males, married, and
with a higher number of household members, who thus have a higher probability
of being in the labor force. There are no significant differences in terms of age or
education.

26See Section C.4 in Appendix C for the classification of Italian regions in
November 2020.
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household decides to eliminate or strongly reduce spending in hotels,
coffee bars, and restaurants even when in the region of residence
there are fewer than 10 new cases per day (FEAR CASES).27

To select the households’ characteristics associated the most with
the reasons for cutting expenditure, we estimate probit regressions
for the probability of reporting any of these motivations as partic-
ularly relevant. For the probit model related to economic reasons,
the dependent variable is a dummy equal to one when the house-
hold reported to have reduced purchases because of lower financial
resources (question 2 of the COVID-19 module). For the other moti-
vations, we instead created dummy variables which take a value of
1 if the score that the respondent assigns to a given motivation is
higher than the median.28

Table 1 reports the results of the probit models, where each of
the four reasons for cutting expenditure is regressed against age,
occupational status, making ends meets, expectations on income
and labor market, and the three variables described above that we
expect to be correlated with the motivations other than the eco-
nomic ones. First, cutting expenditure because of economic reasons
appears, as expected, to be positively correlated with occupational
status: self-employed are about 22 percent more likely to cite eco-
nomic reasons compared to pensioners, in line with the evidence that
the pandemic affected self-employment the most. Those experienc-
ing difficulty in making ends meets cite more frequently economic
reasons compared with those not experiencing that difficulty. Addi-
tionally, compared to those with a more optimistic view, households
with less favorable expectations for the labor market and income
mention economic reasons 10 percent more often. Economic reasons
are also positively correlated with the fear of contagion and uncer-
tainty. Second, in the model for the probability of mentioning the
fear of contagion as an important reason for reducing consumption,
the variable FEAR is highly significant, as expected; the same evi-
dence applies with a narrower definition of fear (FEAR CASES);

27See question 4 in Section C.1 of Appendix C. The question is the same irre-
spective of the size of the region of residence, but 10 new cases is considered low
even in small regions.

28In theory we could classify individuals depending on the prevalent motiva-
tion; however, cases where the respondent assigns equal weights to at least two
motivations are not infrequent.
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employees mention less often the fear of contagion compared to pen-
sioners. Third, households mentioning that the drop in spending
was related to the restrictive measures are more likely to live in
red zones at the moment of the interview. We may be worried that
our approach is not able to distinguish between households caring
about the possibility of infection and those that are forced to reduce
purchases because of the containment measures; however, the coef-
ficient of FEAR is negative and significant, mitigating the concerns
of a positive correlation between these two factors. Fourth, putting
money aside for unexpected events is positively correlated with our
uncertainty measure and the difficulty in making ends meets.

Thus, we can conclude that among the four reasons for cutting
consumption, making ends meet, occupational status, and expecta-
tions are mainly correlated with the economic reasons; FEAR cor-
rectly captures the fear of contagion; the red zone is a good predictor
for mentioning restrictive measures, and putting money aside to face
unexpected events depends on the uncertainty on the own employ-
ment prospects, although the latter variable is also correlated with
economic reasons.29

4.3 Disentangling the Drivers of Consumption

Having described the survey variables that capture both the stan-
dard and the pandemic-related factors that could affect consumption
choices, we can now estimate a micro version of the consumption
function30:

ncexpi = β′Zi + γ′Yi + δ′Wi + η′EXP i

+ Θ′reasoni + εi, (2)

where ncexpi is a dummy variable equal to one for households
expecting a decrease in their consumption for food, clothing and
footwear, and home goods and services in the following three months
(see Section C.4 in Appendix C) and Zi is a deterministic component

29Results are broadly unchanged when we estimate a multinomial logit with
all the reasons (Table D.1 in Appendix D).

30Other papers estimate a micro version of the consumption function for Italy
(see, among others, Guiso, Paiella, and Visco 2006, Paiella 2007, and Paiella and
Pistaferri 2017).
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including both education and age, which captures different stages
in the life-cycle consumption profile. Individual actual income Yi is
proxied by the occupational status (employee, self-employed, unem-
ployed, pensioner), while liquid wealth (Wi) is approximated by
self-reported difficulty in making ends meets. The individual expec-
tations about income and the evolution of the labor market are other
important determinants of spending decisions (EXPi). Among the
four reasons for cutting consumption, the economic ones are cap-
tured by income, liquid wealth, and the self-reported expectations
about income and labor market developments. The other three rea-
sons for cutting consumption (reasoni) are based on the variables
identified in Section 4.2, namely the fear of contagion (FEAR), the
restrictive measures (red and orange zone), and uncertainty.

In Table 2 we report the estimates of Equation (2), starting from
a simple specification of a linear probability model and gradually
enriching it.31 In column 1 we see that expenditure has an inverse
U-shaped profile over the life cycle, as demonstrated by the coef-
ficients in age and age squared. Those with none or primary or
middle school education are more likely to cut consumption com-
pared to the highly educated. Unemployed and self-employed are
more likely to expect a fall in consumption compared to pensioners.
In column 2 we insert a variable aiming at capturing household liq-
uid wealth, i.e., the capability in making ends meets: those finding
it very difficult are more likely to expect a drop in consumption in
the following three months compared to more affluent households;
the introduction of this variable makes the one related to education
not significant. In column 3 we also include individuals’ expecta-
tions on income and the labor market: as expected, those foreseeing
a drop in income or a worsening of the labor market mention more
frequently a spending cut. Because education is not significant once
controlling for the difficulty in making ends meets and expectations,
we drop it from the other specifications, which include the other
potential reasons for cutting expenditure. The fear of contagion is
positively related to the drop in spending, both using the narrow
and the broad definition of fear of contagion (columns 5 and 6);

31We estimate Equation (2) using a linear probability model to facilitate the
disentangling of the drivers of consumption. Results, available upon requests, are
confirmed using a probit model.
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according to the broader classification (FEAR), a household that
attributes high importance to the fear of contagion is 23 percent
more likely to reduce purchases. Individuals who are highly uncer-
tain about their labor market prospects are significantly more likely
to compress expenditure. The restrictive measures, i.e., being either
in the red or orange zone at moment of the interview, are positively
related to the fall in expenditure, but the coefficient is not statisti-
cally significant. Column 7 is our preferred specification of Equation
(2), where we include standard demographic controls and reasonable
proxies for the different motivations for cutting expenditure.

The question on spending in the previous month relative to
before the COVID-19 pandemic, used to construct the reasons for
cutting consumption, faces the issue that consumption patterns at
the categorical level are seasonal and the month before the sur-
vey might be special. To control for these possible biases we con-
duct the analysis on different waves of the survey led in alternative
months of the year (see Appendix C for a description of the survey
period). Our results are unchanged when the analysis is conducted
on wave 2 of the survey, on the pooled sample of wave 2 and 3, and
on wave 4 (Table D.2 in Appendix D). Our results are also robust
to the inclusion of other variables: the interaction of education with
fear of contagion and uncertainty and the sector of activity turn out
to be not statistically significant and leave the results unchanged.
As discussed in the previous section, since the uncertainty variable
presents some missing values, its inclusion reduces the sample size
and may create a selection bias. By excluding uncertainty from our
preferred specification, we find that several coefficients gain signifi-
cance, including those related to non-economic variables (e g., age,
red and orange zones). This suggests that our uncertainty measure
is also related to a broad category of unexpected events, beyond the
economic ones.32

As discussed in Section 2, more than 40 percent of households
had access to at least one form of income support for workers or
for households (Bank of Italy 2021c). The introduction of a dummy
variable equal to one for households having received fiscal support to

32Results on the robustness exercises are available upon request.
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income by the Italian government in our preferred specification is not
statistically significant and leaves our results unchanged (column 8
of Table 2).

Using our preferred specification of Equation (2) (column 7 of
Table 2), we compute the contributions of the different reasons for
cutting expenditure for the average household in the sample.33 The
results are represented by the bar “Total” in Figure 4. The predicted
probability of an expected drop in spending is equal to 0.35, which
compares with an unconditional probability of 0.33. Among the four
motivations, we find that when controlling for all the main determi-
nants of consumption in Equation (2), the contribution of economic
reasons is more than 50 percent; the fear of contagion accounts for
about 20 percent and the weight assigned to unexpected events and
to restrictive measures is slightly higher than 10 percent, though we
know from Table 2 that the coefficient on restrictive measures is not
statistically significant.

4.4 Heterogeneous Effects of the Pandemic

To investigate the heterogeneous impact of the pandemic across
households, it is interesting to perform the same decomposition of
Section 4.3 over different categories. One of the most relevant dimen-
sion of heterogeneity is represented by the job status, as already
shown by the descriptive statistics: overall, one-third of households
assert that they have suffered a decline in income in 2020, but this
percentage rises to over half when the household is headed by a
self-employed worker or by an unemployed individual. Hence we
separately estimate our preferred specification of Equation (2) on
individuals holding different occupations (Table D.3) and report the
contributions of the reasons for cutting expenditure for the average
household in each sub-sample (Figure 4). We find substantial het-
erogeneity across households depending on their job status. Forty
percent of households headed by a self-employed individual expect a

33For instance, to compute the contribution of the fear of contagion, we multi-
ply the coefficient for FEAR in column 7 of Table 2 (0.23) for the average value
assumed by the variable FEAR in the estimation sample (0.26). We thus find a
value of 0.06, which we compare to the sum of the contributions provided by eco-
nomic reasons, fear of infection, restrictive measures, and precautionary motives,
obtaining a relative contribution of FEAR of 0.21.
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Figure 4. Contribution of the Reasons for
Cutting Expenditure by Occupation

Note: Our calculations from wave 3 of SSIH. Contributions are computed at the
sample means of each occupational category.

drop in expenditure: about half of the predicted fall is explained
by fears of contagion, and more than one-third is explained by
uncertainty on unexpected events, in line with the huge increase
in volatility of small firms’ stock returns during a recession (Perez-
Quiros and Timmermann 2000). About half of unemployed house-
holds heads expect a decline in expenditure, mentioning economic
reasons above all. The contributions of the reasons for cutting expen-
diture for employees are broadly in line with total households. For
pensioners, precautionary reasons exert a negative effect on the prob-
ability of cutting consumption, which is reasonable given that they
need to smooth these events on a relatively shorter period of time.
Restrictive measures are mildly significant for the employees, the
unemployed, and the pensioners.34 As argued before, however, the
regression for pensioners may suffer from a selection bias induced

34Results are confirmed when instead of estimating a different equation for each
occupational status we estimate a unique equation interacting each job status
with the fear of contagion and with uncertainty.
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by the inclusion of the uncertainty variable, which is only available
for a subset of them. To address this issue we re-estimate the model
by excluding the uncertainty variable. Results confirm that the pre-
dicted probability of a drop in expenditure is lower for pensioners
than for other occupational categories and economic reasons are the
largest contributors; however, the fear of infection and the restrictive
measures also gain relevance (last bar of Figure 4).

When we adopt the same decomposition based on the age of
the household’s head, we find that the probability of cutting con-
sumption is relatively higher for people aged 55–64 and lower for
older respondents (more than 65 years old).35 The contribution of
restrictive measures is higher for the elderly; when excluding the
uncertainty variable, which considerably reduces the sample size
for this category, economic reasons become more relevant, as in
the rest of the population. Restrictive measures provide a negative
contribution for younger individuals: this could reflect the desire
of the youth to resume spending as soon as tight restrictions are
eased.

As already explained in Section 4.1, it is not straightforward to
estimate Equation (2) using as a dependent variable the probability
of being able to save resources over the following year.36 However,
to connect the drop in consumption with the saving expectations,
we estimate our baseline regression (column 7 in Table 2), splitting
the sample between those who plan to spend less than their yearly
income and succeed in saving (S = 1) and those who do not (see
Table 3). Splitting the sample into the two subgroups reveals that
uncertainty and labor market expectations play a role in explaining
consumption drop only for households not expecting to save, pre-
sumably reflecting their liquidity constraints: 40 percent have indeed
some difficulty in making ends meets.37

35See Figure D.1 in Appendix D.
36Only 10 percent of households expecting a fall in expenditure in the following

three months foresee that they will be able to save some money in the following
year.

37Results are confirmed when considering only households in the panel com-
ponent of SSIH who respond, in wave 4 (February–March 2021), to the question
as to whether they accumulated savings in 2020 (Table D.5).
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Table 3. Connecting the Drop in Consumption
with Saving Increase (linear models)

Baseline Saving = 1 Saving = 0

(1) (2) (3)

Age 0.010 0.002 0.011
(0.006) (0.009) (0.009)

Age Sq. –0.000 –0.000 –0.000
(0.000) (0.000) (0.000)

Employee 0.082 0.123 0.048
(0.055) (0.081) (0.075)

Self-Employed 0.091 0.076 0.077
(0.058) (0.086) (0.078)

Unemployed 0.076 0.169* 0.023
(0.061) (0.094) (0.082)

Making Ends Meet 0.073* 0.115* 0.042
(Great Difficulty) (0.040) (0.059) (0.067)

Making Ends Meet (Difficulty) 0.101*** 0.098** 0.089
(0.035) (0.046) (0.064)

Making Ends Meet (Easily) 0.010 –0.044 0.059
(0.035) (0.041) (0.067)

Expectation on Y (Decrease) 0.286*** 0.284*** 0.253***
(0.029) (0.058) (0.035)

Expectation on LM (Decrease) 0.064*** 0.035 0.075**
(0.024) (0.033) (0.034)

Red Zone 0.044 0.058 0.028
(0.030) (0.041) (0.042)

Orange Zone 0.044 0.053 0.018
(0.030) (0.043) (0.042)

FEAR 0.228*** 0.159*** 0.272***
(0.027) (0.040) (0.037)

Uncertainty 0.115*** –0.017 0.172***
(0.028) (0.043) (0.036)

Constant –0.312* –0.134 –0.295
(0.163) (0.229) (0.238)

Obs. 1,408 617 791
R2 0.205 0.120 0.223

Note: *p < 0.1, **p < 0.05, ***p < 0.01. Our calculations from wave 3 of SSIH.
Dependent variable equal to one for households expecting a drop in expenditure in
the next three months; in columns 2 and 3 the sample of column 1 is split based on
saving intentions. LM indicates labor market, Y indicates income; reference category
for expectation on Y and LM is increase or stay the same. Reference category for occu-
pational status is pensioner; the unemployed category includes students, housewives,
and others. Reference category for making ends meet is very easily.
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5. Conclusions

In this paper, we combine a macro and a micro approach to disentan-
gle the different reasons behind the unprecedented drop in private
consumption caused by the outbreak of the COVID-19 pandemic
and experienced by Italian households. Both aggregate and individ-
ual analyses show that spending decisions are only explained in part
by the deterioration in the economic fundamentals. The perception
of higher income and health risks has a strong impact on spending
decisions. The importance of different factors, however, varies by
expenditure category and across the household distribution.

This disentangling is also important in order to understand the
consequences of the pandemic in the medium run and to inter-
pret actual consumption dynamics in 2021. Italian consumption
rebounded with the easing of policy measures and the reduced health
risk, consistent with our findings that some transitory factors—the
fear of infection above all—played an important role. This is despite
the fact that the recovery in household consumption was partial and
uneven: goods expenditure has fully recovered pre-pandemic levels,
while services still lag behind, as pressures coming from pent-up
demand are limited for the latter category (Beraja and Wolf 2021).
The saving rate has fallen from the peak levels attained during the
recession, but it remains higher than pre-pandemic figures because
of a heightened precautionary attitude. Households may prefer to
preserve a saving buffer even when the epidemic is fully under con-
trol, as long as they remain uncertain about their economic situation
and the risk of new pandemic events (Ercolani, Guglielminetti, and
Rondinelli 2021).

Looking ahead, our findings suggest that during the ongoing
recovery from the COVID-19 pandemic, policymakers could shore
up private consumption not only via economic means but also by
bringing the epidemic effectively under control and avoiding a wide-
spread surge in the fear of being infected. More generally, precau-
tionary motives and household expectations do play an important
role in standard economic recessions as well, possibly slowing down
consumption growth if they persist beyond the rebound in income.
Moreover, since such factors weigh differently across the economy,
this may lead to an uneven recovery, with persistent scarring effects
on the hardest-hit sectors and on fragile households.
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Appendix A. Macroeconomic Data

Table A.1 summarizes the data used for the analysis in Section 3.
In the rest of this section we describe more in detail the main data
sources of the macroeconomic time series.

A.1 National Accounts

Consumption data are taken (with the exception of personal care
expenditures) from quarterly national accounts—in particular, from
the tables reporting the final consumption expenditure of households
by expenditure item (COICOP two digit). The two-digit COICOP
(Classification of Individual Consumption According to Purpose)
categories are 12 (in parentheses we report their share on total con-
sumption in 2019): (i) food and non-alcoholic beverages (14.1 per-
cent); (ii) alcoholic beverages, tobacco, and narcotics (4.1 percent);
(iii) clothing and footwear (6.1 percent); (iv) housing, water, elec-
tricity, gas, and other fuels (22.6 percent); (v) furnishings, house-
hold equipment, and routine household maintenance (6.2 percent);
(vi) health (3.5 percent); (vii) transport (12.7 percent); (viii) com-
munications (2.6 percent); (ix) recreation and culture (6.8 percent);
(x) education (1.0 percent); (xi) restaurants and hotels (10.2 per-
cent); and (xii) miscellaneous goods and services (10.1 percent).
In our analysis by expenditure category, we consider categories (i),
(iii), (v), (ix), and (xi), which accounted for more than 43 percent
of total household consumption in 2019. Notice that category (iv),
which represents a large share of the consumption basket, includes
imputed rents of owner-occupied homes.

A.2 Confcommercio

Confcommercio is an Italian confederation of small businesses. Their
research group produces a monthly index of real household consump-
tion (ICC), grouped in seven categories: (i) recreation; (ii) hotels and
restaurants; (iii) transport; (iv) communication; (v) personal care;
(vi) clothing and footwear; and (vii) furnishings, household equip-
ment, and utilities. The total index represents more than 65 per-
cent of total consumption from national accounts excluding imputed
rents. In the macro analysis conducted in Section 3 we consider
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the indicator of personal care expenditures, as this category is not
available in the COICOP 2 classification of the national accounts.

A.3 Consumer Surveys

The European Commission conducts harmonized business and con-
sumer in the European Union (EU) and in the applicant countries
at monthly frequency. Surveys are carried out at the national level
by the national statistical institutes. For the purpose of this paper,
we take the data from Istat (whose seasonally adjusted balances
of responses can slightly differ from those taken from the Euro-
pean Commission due to a different treatment of the raw data) and
exploit three questions included in the monthly consumer surveys.
The questions are (in Italian in the original questionnaire):

1. (Expectations on general economic situation) In your opin-
ion, in the next 12 months, the general economic situation of
Italy:

(a) Will markedly improve

(b) Will slightly improve

(c) Will remain unchanged

(d) Will slightly worsen

(e) Will markedly worsen

(f) I don’t know

2. (Expectations on personal economic situation) In your opin-
ion, over the next 12 months, the economic situation of your
family:

(a) Will markedly improve

(b) Will slightly improve

(c) Will remain unchanged

(d) Will slightly worsen
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(e) Will markedly worsen

(f) I don’t know

3. (Unemployment expectations) In your opinion, over the next
12 months, the number of unemployed in Italy:

(a) Will strongly increase

(b) Will slightly increase

(c) Will remain unchanged

(d) Will slightly decrease

(e) Will strongly decrease

(f) I don’t know

From the three questions reported above, we exploit two meas-
ures that we include in the macro regression (1). First, we use the
seasonally adjusted balances of responses regarding unemployment
expectations ((a+b)–(d+e)), as provided directly by Istat. Second,
for each of the three above-mentioned questions we build a measure
of dispersion of responses (disagreement). Assume that Fj is the
cumulated frequency of the answers up to j, starting from the most
negative ones (hence from (e) to (a)). Our measure of dispersion in
the answers to question x is

dx =
∑

Fe(1 − Fe) + Fd(1 − Fd) + Fc(1 − Fc) + Fb(1 − Fb)

+ Fa(1 − Fa).

This indicator takes values between 0 (no dispersion) and 1 (max-
imum dispersion). We then standardize the disagreement indicators
d1, d2, and d3 (we subtract the mean and divide by the standard
deviation) and take the first principal component. This is the meas-
ure of disagreement we include in the macro regression (1).
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Figure B.1. Unexplained Consumption Growth in
Macro Regressions (realized – predicted)

Source: Our computations on data from Istat, Bank of Italy, ECB, and
Confcommercio.
Note: For each consumption item we estimate the regression (1) and compute the
difference between realized and predicted y-o-y consumption growth (residual).

Appendix C. The Bank of Italy’s Special Survey
of Italian Households (SSIH) Questionnaire

In 2020, because of the spread of the COVID-19 epidemic, the Bank
of Italy suspended the fieldwork activities of the surveys on house-
holds carried out through personal interviews, in order to ensure
the health of both households and interviewers. To fill the informa-
tion gap and gather timely information on the economic situation of
households during the pandemic crisis, the Bank of Italy launched
a Special Survey of Italian Households, administered using remote
devices.

In the first edition of the survey, carried out between the end
of April and the start of May 2020, two other survey techniques
(namely interviews over the phone and the web) were used in addi-
tion to the touchscreen device, which was the only method used for
the second, third, and fourth editions. The main findings and the
methodology of SSIH are described in Neri and Zanichelli (2020)



220 International Journal of Central Banking February 2024

and in the box “Italian Households’ Assessments and Expectations
during the Current Public Health Emergency” (Bank of Italy 2020b).

The Survey is representative of the Italian population. The sys-
tem of sample weights was calibrated to the information provided
by the National Institute of Statistics (Istat) on gender, age group,
geographical area (North, Center, South, and Islands), and degree of
education and employment status (employee, self-employed, retired,
unemployed, other) of the Italian population aged 18 and over.

C.1 The COVID-19 Module in Wave 3 of SSIH

The third wave of the survey was conducted at the end of November
2020, and the total sample amounted to more than 2,000 house-
holds, which had also been interviewed in the second edition of the
survey. The main findings and the methodology used are described
in Rondinelli and Zanichelli (2021a) and in the box “Italian House-
holds during the Epidemic: The Bank of Italy’s Survey” (Bank of
Italy 2021a).

1. Compared to before the COVID-19 pandemic, in the last
month how frequently you did these activities?

1= never done or much less often; 2= less often; 3= with the
same frequency, 4= often, 5= more often

1 2 3 4 5
1. shop for food and other essential goods

in stores
2. make purchases in stores of clothing,

footwear, etc.
3. go to the hairdresser, beautician and

other personal services
4. go out to shop for furniture,

appliances, etc.
5. go to hotels/bars/restaurants

2. (If you answered 1 or 2 to at least one of 1.2, 1.3, and 1.5)
Why did you make some expenses less often?

• Lower financial resources
• Other reasons
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3. (If “Other reasons” at previous question) Distribute 100
points between these three alternatives, based on what you
think are most likely: give a high score to those you think are
most likely, a low one to those you deem least likely.

• Given the containment measures, some purchases were
hindered/impossible

• Fears of contagion
• Put money aside for unexpected events

4. Compared to normal times, how frequently would you carry
out the aforementioned activities if the daily number of infec-
tions in your region were (a) less than 10, (b) between 10 and
100, (c) between 100 and 1000, (d) greater than 1000?
For each of the cases (a), (b), (c), (d) choose between 1=
never done or much less often; 2= less often; 3= with the
same frequency, 4= often, 5= more often

1 2 3 4 5
1. shop for food and other essential goods

in stores
2. make purchases in stores of clothing,

footwear, etc.
3. go to the hairdresser, beautician and

other personal services
4. go out to shop for furniture,

appliances, etc.
5. go to hotels/bars/restaurants

C.2 The COVID-19 Module in Wave 2 of SSIH

The second wave of the survey was conducted from late August to
early September 2020; the total sample amounted to more than 2,300
households. The main findings and the methodology are described in
Rondinelli and Zanichelli (2020) and in the box “Italian Households
during the Epidemic: The Bank of Italy’s Survey” (Bank of Italy
2020a).

1 As in the COVID-19 module of the wave 3 of SSIH.

2 Not included
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3 Not included

4 As in the COVID-19 module of the wave 3 of SSIH.

C.3 The COVID-19 Module in Wave 4 of SSIH

The fourth wave of the survey was conducted between February and
March 2021, and the total sample amounted to more than 2,000
households; almost 1,800 had also been interviewed in the third edi-
tion of the survey. The main findings and the methodology used are
described in Rondinelli and Zanichelli (2021b) and in the box “Ital-
ian Households during the Epidemic: The Bank of Italy’s Survey”
(Bank of Italy 2021b).

1 As in the COVID-19 module of the wave 3 of SSIH.

2+3 (If you answered “1” or “2” to at least one of 1.2, 1.3, and
1.5 of the COVID-19 module) Why did you spend some expenses
less often? Distribute 100 points between these three alternatives,
based on what you think are most likely: give a high score to those
you think are most likely, a low one to those it deems least likely.

• Lower financial resources
• Given the containment measures, some purchases were hin-

dered/impossible
• Fears of contagion
• Put money aside for unexpected events

4 Not included

Accumulated Saving: Did your household spend less than your
annual income in 2020, putting aside some savings? Yes/No

C.4 Construction of the Relevant Variables

Expected Spending: Consider the expenditure for food, clothing
and footwear, home goods and services. How will your household
change total expenditure for these items in the next 3 months? It
will increase; stay the same; decrease
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Expected Drop in Spending: (If expected spending “will
decrease”) By how much? Less than 10%; Between 10% and 20%;
Between 20% and 30%; More than 30%

Saving Intentions: In the next 12 months, do you expect to:
spend less than the entire yearly income and succeed in saving; spend
the entire yearly income and not to manage to save anything; spend
more than the entire yearly income, drawing on savings or borrowing

Making Ends Meet: Before the start of the pandemic, your
household income allowed you to reach the end of the month with:
great difficulty, difficulty, some difficulty, easily enough, easily, very
easily

Expectation on Y: How do you expect your household income
to change in 2021 compared to 2020? It will increase, stay the same,
decrease

Expectation on LM: In your opinion, how will the labor mar-
ket situation in Italy develop over the next 12 months? It will: consid-
erably improve, slightly improve, stay the same, slightly deteriorate,
considerably deteriorate, don’t know

FEAR: Dummy variable equal to one whether the households
answered “1” to questions 1.2, 1.3, and 1.5 of the COVID-19 module

FEAR CASES: Dummy variable equal to one whether the
households answered “1” or “2” to question 4.5(a) of the COVID-19
module, i.e., if households decided to eliminate or strongly reduce
their spending in hotels, bars, and restaurants even when in the
region of residence there were fewer than 10 new cases of COVID-19
per day.38

Uncertainty: Dummy variable equal to one if the self-reported
probability of (i) losing the job is higher than 25% for employed
household members and (ii) finding a job is lower than 25% for
unemployed individuals.

(i) (If “Employee” or “Self-employed”) What is the probabil-
ity that you will lose your job over the next 12 months? (Answer
between a minimum of “0” if you are sure you are working and a
maximum of “100” if you are sure you are not working.)

(ii) (if “Unemployed”) What is the probability that you will find
a (new) job over the next 12 months? (Answer between a minimum

38Despite the fact that the reference to the number of cases is in absolute terms,
10 can be considered a sufficiently small number, even in smaller regions.
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of “0” if you are sure you are not working and a maximum of “100”
if you are sure you are working.)

Red/Orange/Yellow Zone: Dummy variables equal to one for
regions in red/orange/yellow areas at the moment of the interview.
Starting from the beginning of November 2020, Italian regions were
differentiated on a weekly basis according to the degree of restric-
tions in place, identified either by a yellow, orange, or red color
(with increasing severity). When wave 3 of SSIH began, the red
zones were the Autonomous Province of Bolzano and the regions of
Calabria, Campania, Lombardy, Piedmont, Tuscany, and Valle
d’Aosta; the orange zones were Abruzzo, Basilicata, Emilia-
Romagna, Friuli Venezia Giulia, Liguria, Marche, Puglia, Sicily, and
Umbria. All the other regions and the Autonomous Province of
Trento were designated yellow zones (Prime Minister’s Decree of
3 November 2020 and subsequent ordinances).

Government Measures: A dummy variable equal to one for
households having received fiscal support to income by the Italian
government.
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Table C.3. SSIH Data: Summary Statistics

Variable Mean Std. Dev. Obs.

20–34 0.07 0.255 2,077
35–54 0.368 0.482 2,077
55–64 0.208 0.406 2,077
65+ 0.355 0.478 2,077
None or Primary 0.191 0.393 2,077
Middle School 0.373 0.484 2,077
High School 0.295 0.456 2,077
College and Beyond 0.141 0.348 2,077
Male 0.684 0.465 2,077
Female 0.316 0.465 2,077
North 0.489 0.5 2,077
Center 0.203 0.402 2,077
South 0.308 0.462 2,077
Employee 0.403 0.491 2,077
Self-Employed 0.092 0.288 2,077
Unemployed 0.14 0.347 2,077
Pensioner 0.365 0.482 2,077
Making Ends Meet (Great Difficulty) 0.188 0.391 2,077
Making Ends Meet (Difficulty) 0.351 0.477 2,077
Making Ends Meet (Easily) 0.305 0.46 2,077
Making Ends Meet (Very Easily) 0.156 0.363 2,077
Expectation on Y (Increase) 0.146 0.353 2,077
Expectation on Y (Stable) 0.658 0.475 2,077
Expectation on Y (Decrease) 0.197 0.398 2,077
Expectation on LM (Increase) 0.207 0.405 2,077
Expectation on LM (Stable) 0.147 0.354 2,077
Expectation on LM (Decrease) 0.583 0.493 2,077
Expectation on C Less Y in 0.419 0.493 2,077

12 Months (S = 1)
Expectation on C in 3 Months 0.328 0.47 2,077

(Decrease, ncexp = 1)
Expected C Will Decrease < 10% 0.146 0.353 675
Expected C Will Decrease 10–20% 0.348 0.477 675
Expected C Will Decrease 20–30% 0.208 0.406 675
Expected C Will Decrease > 30% 0.297 0.457 675

Survey Questions on the Reasons for Cutting Expenditure

Lower Financial Resources; 0.464 0.499 1,838
% of Households

Restrictive Measures; 31.64 (30) 22.537 1,032
Points Assigned Mean (Median)

Fears of Contagion; 39.016 (40) 23.292 1,032
Points Assigned Mean (Median)

Unexpected Events; 29.344 (25) 21.007 1,032
Points Assigned Mean (Median)

(continued)
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Table C.3. (Continued)

Variable Mean Std. Dev. Obs.

Built-in Questions on the Reasons for Cutting Expenditure

FEAR 0.277 0.448 2,077
FEARS CASE 0.58 0.494 2,077
Uncertainty 0.316 0.465 1,408
Red Zone 0.405 0.491 2,077
Orange Zone 0.37 0.483 2,077
Yellow Zone 0.225 0.417 2,077

Note: Our calculations from wave 3 of SSIH, using sample weights. See Appen-
dix C for the variable construction. The unemployed category includes students,
housewives, and others. LM indicates labor market, Y indicates income, C indicates
expenditure, S indicates saving.
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Appendix D. Microeconomic Evidence: Additional Results

Table D.1. Determinants of the Reasons for Cutting
Expenditure (multinomial logit)

Deal with
Unexpected

Economic Fears Events

Age –0.029 –0.047 –0.021
(0.049) (0.051) (0.049)

Age Sq. 0.000 0.000 0.000
(0.000) (0.000) (0.000)

Employee –0.107 –0.702** –0.394
(0.349) (0.356) (0.342)

Self-Employed 0.268 –0.729* –0.398
(0.364) (0.387) (0.359)

Unemployed –0.023 –0.550 –0.484
(0.422) (0.453) (0.430)

Making Ends Meet 1.814*** –0.010 0.035
(Great Difficulty) (0.292) (0.319) (0.300)

Making Ends Meet (Difficulty) 1.587*** 0.092 0.503**
(0.244) (0.243) (0.235)

Making Ends Meet (Easily) 0.309 –0.239 0.166
(0.223) (0.214) (0.208)

Expectation on Y (Decrease) 0.354* –0.016 –0.052
(0.211) (0.244) (0.216)

Expectation on LM (Decrease) 0.259 0.053 –0.088
(0.167) (0.180) (0.163)

Red Zone 0.011 –0.126 –0.089
(0.194) (0.208) (0.191)

Orange Zone 0.361* 0.053 0.226
(0.207) (0.224) (0.207)

FEAR 0.765*** 0.566*** 0.502**
(0.199) (0.210) (0.200)

Uncertainty 0.841*** 0.371* 0.499**
(0.212) (0.223) (0.212)

Constant 0.128 2.017 1.239
(1.265) (1.353) (1.252)

Note: **p < 0.05, ***p < 0.01. Number of observations: 1,238. Reference for the
multinomial model is “restrictive measures.” Our calculations from wave 3 of SSIH.
LM indicates labor market, Y indicates income; reference category for expectation
on Y and LM is increase or stay the same. Reference category for occupational sta-
tus is pensioner; the unemployed category includes students, housewives, and others.
Reference category for making ends meet is very easily.
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Table D.2. Channels for Cutting Expenditure
(different waves, linear models)

Waves 2
Wave 3 Wave 2 and 3 Wave 4

(1) (2) (3) (4)

Age 0.010 0.014** 0.011** 0.013***
(0.006) (0.006) (0.004) (0.004)

Age Sq. –0.000 –0.000* –0.000** –0.000***
(0.000) (0.000) (0.000) (0.000)

Employee 0.082 0.001 0.042 –0.016
(0.055) (0.048) (0.036) (0.031)

Self-Employed 0.091 0.074 0.081** –0.004
(0.058) (0.051) (0.038) (0.036)

Unemployed 0.076 0.051 0.067* –0.009
(0.061) (0.051) (0.040) (0.036)

Making Ends Meet 0.073* 0.179*** 0.126*** 0.025
(Great Difficulty) (0.040) (0.038) (0.027) (0.030)

Making Ends Meet 0.101*** 0.067* 0.083*** 0.060**
(Difficulty) (0.035) (0.035) (0.025) (0.026)

Making Ends Meet (Easily) 0.010 0.033 0.019 0.008
(0.035) (0.035) (0.025) (0.026)

Expectation on Y (Decrease) 0.286*** 0.263*** 0.274*** 0.176***
(0.029) (0.026) (0.019) (0.023)

Expectation on LM 0.064*** 0.097*** 0.082*** 0.094***
(Decrease) (0.024) (0.023) (0.016) (0.017)

Red Zone 0.044 –0.016 0.014 0.025
(0.030) (0.028) (0.020) (0.018)

Orange Zone 0.044 –0.070** –0.011 –0.102
(0.030) (0.029) (0.021) (0.071)

FEAR 0.228*** 0.145*** 0.186*** 0.213***
(0.027) (0.026) (0.019) (0.021)

Uncertainty 0.115*** 0.082*** 0.098*** 0.111***
(0.028) (0.026) (0.019) (0.020)

Constant –0.312* –0.334** –0.309*** –0.275***
(0.163) (0.157) (0.113) (0.106)

Obs. 1,408 1,512 2,920 2,400
R2 0.205 0.193 0.191 0.140

Note: *p < 0.1, **p < 0.05, ***p < 0.01. Our calculations from wave 2 (April–
May 2020), wave 3 (November 2020), and wave 4 (February–March 2021) of SSIH
(see Appendix C). Dependent variable equal to one for households expecting a drop
in expenditure in the next three months. LM indicates labor market, Y indicates
income; reference category for expectation on Y and LM is increase or stay the same.
Reference category for occupational status is pensioner; the unemployed category
includes students, housewives, and others. Reference category for making ends meet
is very easily.
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Table D.5. Connecting the Drop in Consumption
with Saving in 2020 (linear models)

Accumulate Did Not
Savings Accumulate

Baseline in 2020 Savings in 2020

(1) (2) (3)

Age 0.010 –0.003 0.017*
(0.006) (0.010) (0.009)

Age Sq. –0.000 0.000 –0.000
(0.000) (0.000) (0.000)

Employee 0.082 0.047 0.083
(0.055) (0.082) (0.081)

Self-Employed 0.091 0.067 0.074
(0.058) (0.087) (0.083)

Unemployed 0.076 0.054 0.069
(0.061) (0.103) (0.085)

Making Ends Meet 0.073* 0.041 –0.022
(Great Difficulty) (0.040) (0.073) (0.070)

Making Ends Meet 0.101*** 0.041 0.052
(Difficulty) (0.035) (0.050) (0.067)

Making Ends Meet (Easily) 0.010 –0.036 0.024
(0.035) (0.043) (0.070)

Expectation on Y 0.286*** 0.276*** 0.281***
(Decrease) (0.029) (0.053) (0.037)

Expectation on LM 0.064*** 0.067* 0.052
(Decrease) (0.024) (0.036) (0.035)

Red Zone 0.044 0.023 0.030
(0.030) (0.045) (0.043)

Orange Zone 0.044 0.007 0.066
(0.030) (0.048) (0.043)

FEAR 0.228*** 0.156*** 0.274***
(0.027) (0.043) (0.039)

Uncertainty 0.115*** 0.072 0.132***
(0.028) (0.047) (0.037)

Constant –0.312* 0.111 –0.442*
(0.163) (0.252) (0.233)

Obs. 1,408 514 751
R2 0.205 0.128 0.217

Note: *p < 0.1, **p < 0.05, ***p < 0.01. Our calculations from wave 3 of SSIH
considering households interviewed also in wave 4 (see Appendix C) and replying to
the question on the savings accumulated in 2020. Dependent variable equal to one
for households expecting a drop in expenditure in the next three months for column
1. Dependent variable equal to one for households (i) accumulating savings in 2020
for column 2 and (ii) non-accumulating savings in 2020 for column 3. LM indicates
labor market, Y indicates income; reference category for expectation on Y and LM
is increase or stay the same. Reference category for making ends meet is very easily.
The unemployed category includes students, housewives, and others.
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Figure D.1. Contribution of the Reasons
for Cutting Expenditure by Age

Note: Our calculations from wave 3 of SSIH. Contributions are computed at the
sample means of each age category.
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Jordà, Ò., S. R. Singh, and A. M. Taylor. 2022. “Longer-Run Eco-
nomic Consequences of Pandemics.” Review of Economics and
Statistics 104 (1): 166–75. ISSN 0034-6535. doi: 10.1162/rest a
01042. https://doi.org/10.1162/rest a 01042.

Neri, A., and F. Zanichelli. 2020. “The Main Results of the Spe-
cial Survey of Italian Households in 2020.” Covid-19 Note, Bank
of Italy, June. https://www.bancaditalia.it/pubblicazioni/note-
Covid-19/2020/Evi-preliminari-ind-straord-famiglie.pdf.

Paiella, M. 2007. “Does Wealth Affect Consumption? Evidence
for Italy.” Journal of Macroeconomics 29 (1, March): 189–205.
https://ideas.repec.org/a/eee/jmacro/v29y2007i1p189-205.html.

Paiella, M., and L. Pistaferri. 2017. “Decomposing the Wealth
Effect on Consumption.” Review of Economics and Statis-
tics 99 (4): 710–21. https://EconPapers.repec.org/RePEc:tpr:
restat:v:99:y:2017:i:4:p:710-721.

https://www.aeaweb.org/articles?id=10.1257/aer.20170537
https://www.aeaweb.org/articles?id=10.1257/aer.20170537
https://doi.org/10.1016/j.euroecorev.2021.103953
https://doi.org/10.1016/j.euroecorev.2021.103953
https://www.sciencedirect.com/science/article/pii/S0014292121002440
https://www.sciencedirect.com/science/article/pii/S0014292121002440
https://onlinelibrary.wiley.com/doi/abs/10.1002/hec.4464
https://onlinelibrary.wiley.com/doi/abs/10.1002/hec.4464
https://www.istat.it/it/files/2021/06/REPORT_CONSUMI_FAMIGLIE_2020.pdf
https://www.istat.it/it/files/2021/06/REPORT_CONSUMI_FAMIGLIE_2020.pdf
https://doi.org/10.1162/rest_a_01042
https://www.bancaditalia.it/pubblicazioni/note-Covid-19/2020/Evi-preliminari-ind-straord-famiglie.pdf
https://www.bancaditalia.it/pubblicazioni/note-Covid-19/2020/Evi-preliminari-ind-straord-famiglie.pdf
https://ideas.repec.org/a/eee/jmacro/v29y2007i1p189-205.html
https://EconPapers.repec.org/RePEc:tpr:restat:v:99:y:2017:i:4:p:710-721
https://EconPapers.repec.org/RePEc:tpr:restat:v:99:y:2017:i:4:p:710-721


Vol. 20 No. 1 Macro and Micro Consumption Drivers 237

Perez-Quiros, G., and A. Timmermann. 2000. “Firm Size and
Cyclical Variations in Stock Returns.” Journal of Finance 55
(3, June): 1229–62.

Rodano, L., and C. Rondinelli. 2014. “The Italian Household Con-
sumption: A Comparison Among Recessions.” Politica Econom-
ica (2–3): 203–34. https://ideas.repec.org/a/mul/je8794/doi10.
1429-80193y2014i2-3p203-234.html.

Rondinelli, C., and F. Zanichelli. 2020. “The Main Results of
the Second Wave of the Special Survey of Italian House-
holds in 2020.” Covid-19 Note, Bank of Italy, November.
https://www.bancaditalia.it/pubblicazioni/note-Covid-19/2020/
Nota-covid-2020.11.19.pdf.

———. 2021a. “The Main Results of the Third Wave of the Spe-
cial Survey of Italian Households in 2020.” Covid-19 Note, Bank
of Italy, March. https://www.bancaditalia.it/pubblicazioni/
note-covid-19/2021/2021.03.30 Nota Covid principali risultati
3a ed ind straord famiglie italiane 2020.pdf.

———. 2021b. “The Main Results of the Fourth Wave of the
Special Survey of Italian Households.” Covid-19 Note, Bank
of Italy, May. https://www.bancaditalia.it/pubblicazioni/note-
covid-19/2021/en Nota Covid ISF4 210521.pdf?language id=1.

https://ideas.repec.org/a/mul/je8794/doi10.1429-80193y2014i2-3p203-234.html
https://ideas.repec.org/a/mul/je8794/doi10.1429-80193y2014i2-3p203-234.html
https://www.bancaditalia.it/pubblicazioni/note-Covid-19/2020/Nota-covid-2020.11.19.pdf
https://www.bancaditalia.it/pubblicazioni/note-Covid-19/2020/Nota-covid-2020.11.19.pdf
https://www.bancaditalia.it/pubblicazioni/note-covid-19/2021/2021.03.30_Nota_Covid_principali_risultati_3a_ed_ind_straord_famiglie_italiane_2020.pdf
https://www.bancaditalia.it/pubblicazioni/note-covid-19/2021/2021.03.30_Nota_Covid_principali_risultati_3a_ed_ind_straord_famiglie_italiane_2020.pdf
https://www.bancaditalia.it/pubblicazioni/note-covid-19/2021/2021.03.30_Nota_Covid_principali_risultati_3a_ed_ind_straord_famiglie_italiane_2020.pdf
https://www.bancaditalia.it/pubblicazioni/note-covid-19/2021/en_Nota_Covid_ISF4_210521.pdf?language_id=1
https://www.bancaditalia.it/pubblicazioni/note-covid-19/2021/en_Nota_Covid_ISF4_210521.pdf?language_id=1


Anchored or Not: How Much Information
Does 21st Century Data Contain on

Inflation Dynamics?∗

Michael T. Kiley
Federal Reserve Board

Inflation was low and stable in the United States during the
first two decades of the 21st century and broke out of its sta-
ble range in 2021. Experience in the early 21st century differed
from that of the second half of the 20th century, when infla-
tion showed persistent movements including the “Great Infla-
tion” of the 1970s. This analysis examines the extent to which
the experience from 2000–19 should lead a Bayesian decision-
maker to update their assessment of inflation dynamics. Given
a prior for inflation dynamics consistent with 1960–99 data, a
Bayesian decisionmaker would not update their view of infla-
tion persistence in light of 2000–19 data unless they placed
very low weight on their prior information. In other words,
21st century data contain very little information to dissuade
a Bayesian decisionmaker of the view that inflation fluctua-
tions are persistent, or “unanchored.” The intuition for, and
implications of, this finding are discussed.

JEL Codes: E31, C11, E50.

1. Introduction

Consumer price inflation in the United States, as measured by
the consumer price index, jumped to just above 7 percent in the
12 months ending in December 2021. Inflation in 2021 reached
the highest level seen since the early 1980s. The jump in inflation
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outside of the range experienced over several decades has raised ques-
tions regarding the speed with which, or the degree to which, infla-
tion may return to the 2 percent range consistent with the Federal
Reserve’s inflation objective. The answers to these questions hinge
on the nature of the inflation process, including its persistence and
the impact of economic slack on the inflation outlook.

A critical consideration in any work pursuing these questions is
how to weigh data from different time periods. For example, one
approach would involve specifying a (set of) model(s) and exam-
ining the stability of the inflation process across time periods as
indicated by statistical tests. An alternative approach would involve
a (set of) model(s) in which the parameters of the inflation process
evolve over time (a time-varying parameter model) and would com-
bine the model and data to estimate the evolution of parameters and
resulting implications for the inflation outlook. Substantial bodies of
research have considered both approaches.

This research pursues a different tack. The approach herein
is the one a Bayesian decisionmaker would follow. The decision-
maker is endowed with a prior regarding the inflation process con-
sistent with observed U.S. inflation data over the second half of
the 20th century. The analysis examines how the Bayesian deci-
sionmaker would use data since 2000 to update his prior view. The
approach of the Bayesian decisionmaker has several advantages rel-
ative to other approaches. The first advantage is that the approach
has not been used to inform an assessment of inflation dynamics
and hence provides a new (and different) perspective. The second
advantage is that the approach is a natural way to combine prior
information/experience with recent data, in two senses: the approach
flows directly from the standard approach to combining prior infor-
mation with subsequent data laid out by Thomas Bayes 250 years
ago (Bayes and Price 1763); and the approach allows for flexibility
in the strength assigned to the 20th century experience in the assess-
ment of the 21st century Phillips curve. Heuristically, this strength
could be termed the degree of conviction in the prior information. In
the limiting case of essentially zero conviction in such prior experi-
ence, the Bayesian approach is equivalent to the approach in which
a break is assumed in the Phillips curve in the 21st century and only
post-1999 data is used to estimate the inflation process (i.e., the first
approach above). Finally, the approach yields insights regarding the
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information in macroeconomic data that are likely broadly relevant
in macroeconomics—and therefore can inform future research on
other questions. For example, the findings highlight the importance
of assessing the strength of information in the data for assessing
the evolution of other macroeconomic concepts, building on similar
results in Kiley (2020a, 2020b).

The results that emerge from the analysis are very clear. Data
over the period 2000–19 provide very little information with which
to update prior views on the inflation process, at least with respect
to inflation persistence or the “anchoring” of inflation. As a result,
a Bayesian decisionmaker aware of the inflation process from 1960
through 1999—that is, endowed with a prior consistent with that
process—would view the current inflation process as similar to that
from 1960 through 1999 unless they place very little weight on the
prior information. A direct implication of this result is that the infla-
tion process may signal substantial persistence, suggesting the high
inflation of 2021 may continue in 2022. The intuition for this find-
ing is straightforward. Inflation was very stable from 2000 through
2019, which means the data witnessed few substantive deviations
from its average or lagged values. Because the data contain few siz-
able deviations of inflation from its average or lagged values, the
data provide little information regarding what would happen if infla-
tion were to deviate sizably from its average or lagged values—an
intuitive insight that also follows directly from the mathematics of
a Bayesian least-squares regression. The lack of information in the
data from 2000 through 2019 contrasts sharply with the precision of
the prior view of the role of lagged inflation in the inflation process
that is consistent with experience from 1960 through 1999, when
inflation saw sizable swings away from its average value and experi-
ence suggests a sizable role for lagged inflation in the Phillips curve.
This combination—low information in 2000–19 data and an infor-
mative prior consistent with 1960–99 experience—implies that the
empirical analysis results in substantial inflation persistence unless
the prior experience receives very little weight in the Bayesian deci-
sionmaker’s calculus. These findings highlight how researchers may
find it valuable to assess the information in their recent data using
Bayesian methods in cases where there is prior information, as an
approach to complement approaches such as time-varying parameter
models or structural-break analyses.
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Previous Literature. The analysis is related to the empirical
literature examining the factors that determine the inflation process
and how the importance of such factors may have shifted over time
to explain high and variable inflation in the 1970s and low and sta-
ble inflation in the 21st century.1 These include the degree to which
the inflation process is “anchored” (i.e., the degree to which lagged
inflation influences current inflation), the effect of unemployment
on inflation (i.e., the slope of the Phillips curve), and the path of
“supply shocks” or other supply factors that shift the relationship
between inflation and economic slack. While alternative approaches
are possible, a common—and simple—approach is to use a reduced-
form Phillips curve relating inflation to its lags and the unemploy-
ment rate (e.g., Ball and Mazumder 2011, 2019; Gordon 2013; Kiley
2015b; or Blanchard 2016).

In this taxonomy, an “anchored” inflation process shows little
effect of current inflation on subsequent inflation. The empirical
work herein links anchoring to the persistence in inflation, which
could reflect a variety of structural factors. For example, a sizable
body of research has suggested that inflation persistence may have
fallen in the 21st century (e.g., Williams 2006a, 2006b; Kiley 2008b,
2015b; Ball and Mazumder 2011, 2019; Stock 2011; Watson 2014;
Coibion and Gorodnichenko 2015; Blanchard 2016; Carvalho et al.
2021; and Jorgenson and Lansing 2023). A prominent line of thought
in this research is that inflation expectations (in the Phillips curve)
followed an accelerationist structure in the decades before 2000—
responding strongly to recent inflation experience—and that infla-
tion expectations were anchored in the years after 2000—responding
little to lagged inflation. But much of this work is similar to the
approach herein, focusing on inflation persistence with little direct
attention to expectations. Future work can consider the implications
of the approach herein for expectations per se. Some research also
has questioned the decline in inflation persistence (e.g., Pivetta and
Reis 2007—although this study predates the low and stable inflation
of the first two decades of the 21st century).

Research has also suggested a weaker relationship between unem-
ployment and inflation in recent decades—that the Phillips curve

1Theoretical modeling has also considered possible factors, e.g., Kiley (2007).
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has flattened in the 21st century or earlier (Atkeson and Ohanian
2001). Ball and Mazumder (2011) suggest that “menu cost” mod-
els of nominal price and wage rigidity imply that such rigidities
increase as the average rate of inflation falls, implying that more of
the adjustment in nominal aggregate demand falls on output and less
on inflation when inflation is low; this is exactly the finding empha-
sized in Kiley (2000), which analyzed support for this prediction
across a large sample of countries. Research exploring the effects of
downward nominal-wage rigidity points to a reduced effect of labor-
market weakness on inflation in a low-inflation environment (Daly
and Hobijn 2014). Kiley (2008b) and Boivin, Kiley, and Mishkin
(2010) present evidence that a clear commitment to price stability
in recent decades, in the form of a monetary policy rule with a more
sizable response to inflation, acts to substantially stabilize inflation
expectations and mitigate fluctuations in inflation. Such a shift in
monetary policy behavior is consistent with an observed flattening
in the Phillips curve in the 21st century. Del Negro et al. (2020) find
a similar role for monetary policy but find a large role for structural
factors related to aggregate supply in the flattening of the Phillips
curve.

The literature pursues different empirical approaches, within or
outside a Phillips curve approach. Much of the literature consid-
ers reduced-form Phillips curves estimated across subsamples of
the data—i.e., considers breaks in estimated equations. Examples
include Williams (2006b), Kiley (2008b, 2015b), Blanchard (2016),
and Ball and Mazumder (2019). Other work explicitly models time
variation in parameters, for example, in vector autoregressions as
in Cogley and Sargent (2005) and Primiceri (2005). A particularly
influential class of time-varying parameter models are time-varying
parameter unobserved component models (Stock and Watson 2007;
and Kiley 2008a). In this approach, it is common for results to sug-
gest that the variance of the permanent drift components was lower
in the 2000–19 period than earlier—i.e., that inflation was anchored
in the 21st century.

The approach herein uses the textbook approach to Bayesian
regression (e.g., Kim and Nelson 1999, Chapter 7) to examine the
information content of the data for parameters of a Phillips curve rel-
ative to the information in a reasonable prior. This approach has not
been used in discussions of inflation dynamics. Bayesian approaches
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are often used in estimation of time-varying parameter models, as
in Primiceri (2005)—but these analyses do not focus on the infor-
mation content in the data relative to that in the prior; rather,
they emphasize the value of Bayesian methods given the complex-
ity of estimating such models. Kiley (2020a, 2020b) highlights how
macroeconomic relationships may be poorly informed by aggregate
time-series data and how the available data may not lead poste-
rior assessments to differ from prior views in an examination of the
equilibrium real interest rate.2

The analysis also raises questions regarding why inflation was
more stable from 2000 onward. The Bayesian approach indicates
that the data do not contain information to suggest a very large
change in inflation persistence relative to pre-2000 experience. Under
this view, the post-2000 inflation experience would be ascribed to
“luck” that resulted in smaller shocks to inflation. Previous research
has noted the challenges associated with distinguishing “luck” from
structural changes (e.g., Ahmed, Levin, and Wilson 2004).

Structure of the Remaining Sections. Section 2 discusses
data and the framework a Bayesian decisionmaker endowed with a
prior for the inflation process in the United States consistent with
data over the second half of the 20th century would use to incorpo-
rate the information from the data over the 2000–19 period in their
view on the inflation process. Section 3 presents results, intuition,
and implications. Section 4 concludes.

2. Data and Approach

2.1 Data

The study analyzes inflation in the United States. The analy-
sis focuses on the consumer price index (CPI), produced monthly
by the U.S. Bureau of Labor Statistics. The focus of the inves-
tigation is the evolution of the persistence of inflation and, to a
lesser extent, the slope of the Phillips curve. To abstract from the

2Given limited information in aggregate time-series data, Fitzgerald and
Nicolini (2014) and Kiley (2015a) analyze Phillips curves using city-level and
state-level data, respectively. Hooper, Mishkin, and Sufi (2020) and Hazell et al.
(2022) build on this approach.
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volatility induced by fluctuations in food and energy prices, the
empirical work uses the CPI excluding food and energy (core CPI),
which is available from January 1957 to December 2021. The results
are generally similar for the overall CPI, reflecting the correlation
between overall and core CPI (e.g., Kiley 2008a). The results are also
similar when the price index considered is the chain-weighted price
index for personal consumption expenditures (PCE prices). Note
that the Federal Open Market Committee (FOMC) of the Federal
Reserve System has defined its inflation objective of 2 percent in
terms of PCE prices since 2012 and inflation as measured by the
CPI index has averaged a few tenths above inflation as measured by
PCE prices in recent decades; for this reason, we will refer to the
inflation objective in the United States, as measured by the CPI, as
in the range of 2 percent.

The Phillips curve framework relates inflation to a measure of
economic slack. The analysis uses the unemployment rate of the
civilian non-institutional population aged 16 and over (the unem-
ployment rate), produced monthly by the U.S. Bureau of Labor
Statistics.

Figure 1 presents the data on inflation and the unemployment
rate. The inflation measure presented is the 12-month change in
the natural logarithm of the core CPI (top panel). Inflation was
low and stable in the late 1950s and early 1960s. Inflation rose
over the late 1960s and was both higher and more volatile over
the 1970s. After the tightening in monetary policy associated with
the Volcker disinflation that began in late 1979, inflation drifted
lower over the course of the 1980s and early 1990s. Over this period
from the late 1950s through the mid-1990s, inflation appeared to
be persistent—that is, years in which inflation exceeded the average
over this period tended to be followed by years in which inflation
was above its average. From 2000 until 2019, inflation was gener-
ally low—near 2 percent—and stable. Inflation jumped out of its
2000–19 range in 2021, reaching about 51/2 percent in a 12-month
basis in December 2021. The unemployment rate (bottom panel)
rises sharply during recessions and declines during expansions, high-
lighting how it is a good measure of the state of the U.S. business
cycle.

Table 1 presents some summary statistics on inflation and the
unemployment rate. Statistics are presented for monthly data and
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Figure 1. CPI Inflation and the Civilian
Unemployment Rate

Source: Bureau of Labor Statistics and author’s calculations.

for data on an annual average basis, as the Phillips curve analysis
will consider data at both the monthly and annual frequency as one
robustness check. Statistics are shown for three sample periods: late
1950s–2019, late 1950s–1999, and 2000–19. These three sample peri-
ods will be referred to as the full sample, the pre-2000 sample, and
the post-1999 sample. The years 2020 and 2021 are excluded from
the table and the estimation sample, reflecting the unprecedented
(and unusual) effects of the COVID-19 pandemic; econometric work
will almost surely explore various ways to treat these unusual years
in emerging research.3 Two aspects of the summary statistics will
prove important in understanding the results. First, inflation was
much more volatile in the pre-2000 period than in the post-1999

3Lenza and Primiceri (2020) and Schorfheide and Song (2021) highlight the
potential sensitivity of macroeconometric estimates to the COVID-19 pandemic
period, with the former suggesting some approaches to handling these issues.
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period, as can be seen in the standard deviations of the series dur-
ing the periods. Second, inflation was much more persistent in the
pre-2000 period than in the post-1999 period, as can be seen in the
autocorrelation of the series.

2.2 Empirical Approach

The analysis considers estimates of a Phillips curve in which inflation
(Δp(t)) depends on its own lags and the (lagged) unemployment rate
(u(t)) as in Equation (1) (in which a constant term is suppressed):

Δp(t) =
N−1∑
j=1

b(j) · Δp(t − j) + a · u(t − 1) + e(t). (1)

b(j) are the coefficients governing persistence, a is the slope of the
Phillips curve, and e(t) is the residual reflecting “supply” shocks
and other unmodeled factors which follows a normal distribution
(e(t) ∼ N(0, σ2)). An anchored Phillips curve would tend to have
small b(j), whereas an unanchored Phillips curve will tend to have
large b(j). The sum of these coefficients,

∑N
j=1 b(j), will be the

statistic of focus, with a sum near 1 representing an unanchored
accelerationist Phillips curve.

The vector of coefficients in Equation (1) is denoted by Γ. The
matrix containing the dependent variable (inflation) will be denoted
Y (T × 1, where T is the number of observations), the matrix of
right-hand-side variables will be denoted X(T ×N), and the matrix
of error terms will be denoted E(T × 1), yielding

Y = XΓ + E. (2)

The classical approach to inference would estimate Γ by least squares
as ΓLS = (X ′X)−1X ′Y .

The decisionmaker herein follows a Bayesian approach. The
decisionmaker is endowed with a prior for Γ that is given by the
normal distribution with mean Γ̃ and variance-covariance matrix
V —i.e., a prior distribution Γ ∼ N(Γ̃, V ). The analysis proceeds
under the assumption that the decisionmaker knows the variance of
e(t)(σ2), so the Bayesian estimation is conditional on σ2 and the
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assumed prior is the natural conjugate prior for Γ conditional on
σ2. An alternative approach would also specify a prior view on σ2

and jointly estimate the posterior distributions of Γ and σ2. This
alternative approach yields essentially identical results for reason-
able priors on σ2 but yields more complicated algebraic expressions
that slightly impede intuition for those less familiar with Bayesian
least squares. As a result, the simpler approach is adopted herein.

Given the prior information, the decisionmaker estimates Γ by
combining their prior information and the data—i.e., the prior distri-
bution and the likelihood function of the data—to form the posterior
distribution for Γ and estimates Γ to maximize this posterior distri-
bution. This is a textbook example of Bayesian regression (Kim and
Nelson 1999, Chapter 7), with the resulting estimate Γ̂ given by

Γ̂ = (V −1 + σ−2X ′X)−1(V −1Γ̃ + σ−2X ′XΓLS). (3)

Notice in Equation (3) that the Bayesian decisionmaker estimates
the parameters as the matrix-weighted average of their prior infor-
mation and the least-squares estimate, with weights given by the
precision of the information in the prior and the data (e.g., by the
inverses of the variance-covariance matrices of Γ̃ and ΓLS, V and
σ2(X ′X)−1).

Equation (3) suggests a natural approach to considering different
degrees of conviction regarding the prior information. The Bayesian
decisionmaker can further “weight” their prior by a factor w, as in

Γ̂ = (wV −1 + (1 − w)σ−2X ′X)−1(wV −1Γ̃ + (1 − w)σ−2X ′XΓLS).
(4)

Intuitively, essentially zero weight on the prior information returns
the least-squares estimate. This “weighting” terminology is conve-
nient. Mathematically, it is equivalent to considering a less informa-
tive prior. Specifically, estimates with a weight of w on the prior
information are equivalent to estimates with a prior for Γ with the
same mean and a variance-covariance matrix equal to 1−w

w V . For
example, a weight on the prior equal to 20 percent (w = 0.2) is
equivalent to a prior with a four-times looser variance-covariance
matrix 4V .
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With this background, the approach involves choosing the lag
specification in the Phillips curve, a choice of the prior distribution
and consideration of alternative weights on this prior distribution.

• Lag Specification in the Phillips Curve: In the estimates
using monthly data, the lag length equals 12 (N = 13) and
the coefficients on the 1st through 12th lag are equal—i.e.,∑N−1

j=1 b(j) · Δp(t − j) = b(1)
∑12

j=1 Δp(t − j)/12; alterna-
tive choices for the lag structure yielded similar results (see
Section 3.3), and this specification is simplest. For the esti-
mates using annual data, the lag length equals 1(N = 2).

• Choice for Prior Γ ∼ N(Γ̃, V ): The prior distribution used to
inform estimates of the 21st century Phillips curve is given by
the values consistent with the pre-2000 sample. Γ̃ is given by
the least-squares estimate for this sample and V is the asso-
ciated variance-covariance matrix. This is akin to an empir-
ical Bayesian approach. The thought experiment is one in
which the decisionmaker was endowed with information on
the Phillips curve in the latter half of the 20th century and
chooses to update their view following the realization of data
from 2000 through 2019.

• Choice of Weights w: To consider decreasing levels of con-
viction in the relevance of the 20th century prior (i.e., looser
priors), four values for weights on the prior are considered,
with the factor w taking values of 0.5, 0.2, 0.05, or (approxi-
mately) 0—corresponding to variance covariance matrices for
the prior equal to V , 4V , 19V , and an uninformative prior.

Figure 2 presents the prior distributions for the coefficient on the
lags of inflation and the slope of the Phillips curve for these alter-
native weights. The priors show high values of persistence (a central
tendency for the sum on inflation lags near 1) and a notable slope
to the Phillips curve (i.e., a negative slope with a degree of precision
in the prior distribution).4

4The estimates use inflation data expressed at annual rates. This conven-
tion makes the slope coefficients somewhat more comparable (albeit still not
strictly comparable, reflecting how time averaging would affect impact estimates
at different frequencies).
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Figure 2. Prior Information

Source: Bureau of Labor Statistics and author’s calculations.

3. Results

3.1 Estimates

The results for posterior estimates of the Phillips curve parameters
conditional on data from 2000 through 2019 by the Bayesian deci-
sionmaker are shown in Figure 3 and Table 2. Two results emerge
clearly.

First, the degree of persistence in the posterior estimates is high
in all cases except those with very little weight on the 20th century
prior. In the monthly estimates, the coefficient on lagged inflation
exceeds 0.9 with equal weights on prior and data, exceeds 0.85 when
the weight on the prior is 0.20, and is near 0.7 when the weight on
the prior is 0.05; in the limiting case of essentially no weight on the
prior, the coefficient on the lags is small at about 0.2 (in line with
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Figure 3. Posterior Estimates

Source: Bureau of Labor Statistics and author’s calculations.

simple least squares for the 2000–19 period). For the annual data,
the coefficient on lagged inflation in the posterior is about 7/8, 3/4,
and 1/2 for weights on the prior of 0.5, 0.2, and 0.05—whereas the
coefficient is 0 for the uninformative prior.

Second, the slope of the Phillips curve is consistently smaller
in absolute value in the posterior estimates of the parameters—
irrespective of the weight on the prior. For example, the slope of
the Phillips curve is less than 1/2 the prior value (the pre-2000 data
value from least squares) in the posterior estimates for all weights
on the prior.

These results suggest that the approach of a Bayesian decision-
maker confirms the finding in the literature that the Phillips curve
is “flatter.” In contrast, the approach of a Bayesian decisionmaker
does not find the degree of “anchored” inflation as would be implied
by an estimate using only recent data, in the sense that the coef-
ficient on lagged inflation is substantial when prior information is
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incorporated. Nonetheless, the coefficient on the lags of inflation is
less than 1—so the process is not of the “accelerationist” type and
would generally imply that deviations of inflation from its average
may be long-lived but are ultimately transitory.

3.2 Intuition

The results are clear—but they are also very intuitive. Recall from
Equation (4) that the posterior estimates are the matrix-weighted
average of the prior mean and least-squares estimate for the post-
1999 period, with weights given by the inverse of the variance-
covariance matrices.

For the slope of the Phillips curve, the variance-covariance matrix
of the post-1999 least-squares estimate implies a fair degree of pre-
cision. Recall that this matrix is σ2(X ′X)−1 and its inverse is
σ−2X ′X. The component of this matrix that “weights” the least-
squares estimate is dominated by the sum of squared deviations of
the unemployment rate from its mean (assuming a modest covari-
ance between inflation and unemployment). The summary statistics
in Table 1 show that this sum of squares remains sizable relative
to its pre-2000 value, as indicated by the standard deviation of the
unemployment rate. As a result, the least-squares estimate receives
considerable weight in the Bayesian decisionmaker’s calculus.

In contrast, inflation is quite stable in the post-1999 period. Its
sum of squared deviations from the mean is modest relative to the
pre-2000 experience, as indicated by the standard deviation. This
implies the data for 2000–19 receive relatively little weight in a
Bayesian decisionmaker’s calculus when assessing the persistence of
inflation. In words, inflation did not deviate from its average value
much over 2000–19, and hence a Bayesian decisionmaker does not
weigh experience over that period highly when evaluating how per-
sistent a deviation of inflation from its mean is likely to be. This is
intuitive—the data do not provide examples of what would happen
should inflation deviate from its mean, and hence the data are not
informative about what would happen following such a deviation.

A look at measures of fit provides some intuition for why models
with such different dynamic properties—the estimates with different
weights on the prior—emerge. Figure 4 presents a dynamic simula-
tion of the estimates from 2000 through 2019 in the top panel and
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Figure 4. Visual Assessments of Fit

Source: Bureau of Labor Statistics and author’s calculations.

the residuals implied by each estimate in the bottom panel, in both
cases for the monthly-data specification. All the estimates lead to a
dynamic simulation of relatively low and stable inflation—although
the case with a weight of 0.5 on the prior information shows more
variability and a worse “fit” than the others. Looking at one-period
misses, the residuals are all very highly correlated. The residuals
are highly correlated across specifications with a large coefficient on
the lag and a small coefficient on the lag because inflation has been
stable and the contribution of the lag is small, irrespective of the
coefficient. This intuition is the same as that above—inflation has
been stable and hence the data do not differentiate much between a
specification with a large or small coefficient on lagged inflation.

This intuition also provides insight into the comparison of the
full sample results from least squares (reported in Table 2) with
the results from a Bayesian approach. The full-sample results are
similar to those of a Bayesian decisionmaker that places weight
on the pre-2000 experience—inflation is persistent, and the Phillips
curve is flatter than in the pre-2000 period. The pre-2000 experience
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dominates the variation in the data and hence drives the full-sample
estimates of persistence. This comparison also highlights a poten-
tial weakness of the approach of a Bayesian decisionmaker for a
researcher that views a structural break as likely. The Bayesian deci-
sionmaker views the parameters as drawn from a stable distribution
and allows the data to move them away from their prior view. This
approach is consistent with the notion that the future may look dif-
ferent than embedded in prior information, but not consistent with
a structural break—which would imply that prior information has
no value. The findings herein suggest that a researcher may wish to
entertain the possibility that experience from 2000 through 2019 is
consistent with a sizable degree of persistence in inflation, but also
may wish to consider alternative approaches that allow for structural
breaks or time-varying parameters.

3.3 Robustness and Implications

As noted above, the basic results do not depend upon the specific lag
structure assumed for inflation in the results reported in Table 2. To
illustrate the robustness of the results to alternative specifications,
Table 3 considers a slightly more flexible lag structure, as in

Δp(t) = b(1)
3∑

j=1

Δp(t − j)
3

+ b(2)
12∑

j=4

Δp(t − j)
9

+ a · u(t − 1) + e(t).

In this alternative, the sum of the coefficients on the lags of inflation
(b(1) + b(2)) gives a rough gauge of the persistence of inflation. The
results are substantially similar to those for the simpler specification
in Table 2, with b(1) + b(2) estimated at essentially the same values
as those for b(1) in Table 2.

The implications of the results for inflation forecasts are direct.
A Phillips curve based on post-1999 data alone would imply a sharp
deceleration of inflation in 2022, as there is very little persistence
estimated in that case. In contrast, the Bayesian estimates imply
that inflation will remain quite high in 2022 in the absence of
unexpected shocks. Generally speaking, the results herein suggest
a higher degree of persistence is plausible, pointing to potentially
higher inflation in 2022.
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4. Conclusions

This analysis examined the extent to which the experience from
2000 to 2019 should lead a Bayesian decisionmaker to update their
assessment of inflation dynamics. Given a prior for inflation dynam-
ics consistent with 1960–99 data, a Bayesian decisionmaker would
not update their view of inflation persistence in light of 2000–19
data unless they placed very low weight on their prior information.
In other words, 21st century data contain very little information
to dissuade a Bayesian decisionmaker of the view that inflation
fluctuations are persistent, or “unanchored.”

The idea that data over short sample periods may provide lim-
ited information regarding macroeconomic relationships may be rele-
vant for other areas in macroeconomics. For example, Kiley (2020a,
2020b) finds modest information in the data for estimates of the
equilibrium real interest rate. These findings suggest macroecono-
mists may find useful a Bayesian approach that examines the infor-
mation in the data more thoroughly than is common in empirical
macroeconomics.
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Malovaná (corresponding author): simona.malovana@cnb.cz; Martin Hodula:
martin.hodula@cnb.cz; Zuzana Gric: zuzana.gric@cnb.cz.

263



264 International Journal of Central Banking February 2024

1. Introduction

Economic and financial research plays a pivotal role in central banks
around the world. Research units are tasked with providing policy-
makers with inputs which help to expand the knowledge base needed
for the central bank’s core activities. Given the fact that central
banking tasks continue to grow in complexity, the importance of
research and the demands placed on it are expected to grow too.
Thus, the question is not whether to conduct research in central
banks, but how to organize it, how much to invest in it, and how
to assure effective transmission of research outcomes into the policy
decisionmaking process. Nowadays, an increasing number of cen-
tral banks have their own research divisions or whole departments
staffed with both junior- and senior-level research economists.1 This
is a manifestation of the general belief that sound policy must build
on cutting-edge economic thinking. Moreover, research in central
banks has established itself as a prominent contributor to the acad-
emic literature over time. Claveau and Dion (2018) show that major
monetary economics journals are increasingly dominated by cen-
tral banks’ research papers. Another interesting trend is the visibly
increasing share of non-U.S. central bankers who have been invited
to the annual Jackson Hole Economic Policy Symposium.2 This has
allowed them to conduct high-level discussions about current topics,
to evaluate the ex ante appropriateness of intended measures, and
to analyze the efficiency of measures applied.

The literature on central banks (and, more generally, on inde-
pendent expert organizations) supplies at least two hypotheses that
might explain the number of resources going to research today in
central banks. First, being perceived as “scientific” organizations
might be a huge asset for central banks in their interactions with
external actors (elected officials, other regulatory bodies, market

1The high level of specialization and proficiency in economics and finance is
also apparent from the governor appointments. Lebaron and Dogan (2016) ana-
lyze the biographies of 312 incumbent and former central bank governors from
across the world, observing a high qualification level, predominantly in economics.

2The proportion of market participants fell from 27 percent in 1982 to 3 per-
cent in 2013 as they were “replaced” by non-U.S. central bankers, whose share
increased from 3 percent to 31 percent (The Economist 2014).
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participants, and the general public). High-quality research publi-
cations can enhance a central bank’s reputation and increase its
credibility, making it easier to defend policy actions both publicly
and privately.3 Second, there is an international dynamics inside
the central banking community that pushes toward more research
through mimicry.4 The observed scientization of central banks might
be akin to a bandwagon effect: a few research-oriented central banks
are identified as “successes,” which incentivizes other central banks
to copy the model and, as the model diffuses, it becomes the thing
to do, rationalized by the claim that in-house research makes for
better policy (Cecchetti 2002; Trichet 2007; Bolton, Cecchetti, and
Reichlin 2014; Carney 2014).5

In our paper, we provide an international overview of the research
conducted in central banks. We perform our exploration across
both the cross-sectional and the time dimension. Specifically, we
aim to shed some light on how central banks organize and com-
municate their research activities, how they perform in terms of
research outputs, and what the recent trends are in areas such as
the research topics covered, collaborations between central banks
and with other institutions, and gender diversity. For this purpose,
we create two unique data sets. The first one contains information on
central banks’ research activities in three main areas: research pub-
lications, popularization of research, and organization of research.
Each area is evaluated on a number of different factors, together
making a list of 26 items. The second data set comprises informa-
tion about more than 20,000 research papers published in Euro-
pean and U.S. central banks over the period of 2000–19. To the
best of our knowledge, neither of these two data sets has previously
been constructed. As such, they offer a unique insight into cen-
tral banks’ research activities, allowing us to explore heterogeneity

3Literature shows that institutions craft their rhetoric to increase their pop-
ularity and protect themselves from audience-based pressures (Maor, Gilad, and
Bloom 2013; Gilad, Maor, and Bloom 2015; Moschella and Pinto 2019).

4For example, in the early stage of setting up the European System of Cen-
tral Banks, the U.S. Federal Reserve served as the primary template for research
organization (Fase and Vanthoor 2000).

5Similar speeches on the importance of research in central banks were given
at the end of the millennium as well—see Taylor (1998).
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among central banks from different regions and changes in research
conducted before and after the global financial crisis (GFC) of 2007–
09. Documenting these issues may help central banks to identify best
practices.

We complement the existing body of literature along at least
three dimensions. First, we add to the literature examining the
research conducted in academia. This includes studies that ana-
lyze the formation of research networks among academics (Adams
2012) and studies commenting on the demographics and trends in
the articles published in economic journals (Card and DellaVigna
2013; Hamermesh 2013). Our paper verifies whether some of the
trends observed in academic research regarding the number of coau-
thors, network density, distribution of authorship, and others are
also present in central banks’ research. In this respect, our find-
ings largely complement those of Essers, Grigoli, and Pugacheva
(2020), who employed data on 6,152 International Monetary Fund
(IMF) working papers written in the period of 1990–2017, includ-
ing authors’ names and e-mails, number of pages and citations, and
JEL codes, using the IMF website catalogue. In addition, they com-
plemented the data with employee-level information. Our analysis
offers a rather different perspective, as it includes an international
sample of central banks and supranational institutions, while it
supports many of the findings of Essers, Grigoli, and Pugacheva
(2020). Second, our paper echoes the literature on central bank
communication (Dincer and Eichengreen 2007; Blinder et al. 2008)
by offering a unique view on how research—one of the underly-
ing processes behind policy decisionmaking—is conducted. Third,
we contribute to the growing body of literature on gender gaps
in central banks (Charléty, Romelli, and Santacreu-Vasut 2017;
Diouf and Pépin 2017) by studying the gender structure of research
teams.

The rest of the paper is organized as follows. Section 2 describes
two unique data sets on central banks’ research. Section 3 discusses
the main purpose of research in central banks and categorizes the
main research activities performed by them. Section 4 gets more into
the detail and presents a few stylized facts on the topics researched in
central banks, authorship networks, the gender structure of research
teams, and the impact factor of central banks’ publications. Section 5
concludes.
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2. Data Sets on Central Banks’ Research Activity

We construct two unique data sets allowing us to explore various
attributes of research in central banks.6 We focus our attention
on two regions—the United States and Europe. The U.S. Federal
Reserve is a reference on its own in the world of central banks,
especially in terms of its research (Claveau and Dion 2018). Numer-
ous testimonies from European central banks (the European Central
Bank notwithstanding) confirm that they aim(ed) to emulate the Fed
and the Anglo-Saxon tradition in terms of research powers (Fase and
Vanthoor 2000; Mudge and Vauchez 2016). The two regions thus
form a good sample to study, as they are likely to share important
similarities.7 According to the IDEAS/RePEc ranking of top 25 per-
cent central banks in terms of research, our sample covers 28 out of
32 central banks listed as of January 2022. Given such a large cover-
age, the patterns found for our sample of central banks may be gener-
alized also for other jurisdictions. We complement these regions with
data on two additional international institutions, namely the Bank
for International Settlements (BIS) and the European Central Bank
(ECB, also including the European Systemic Risk Board, ESRB), as
both encompass research activities serving policy conduct in central
banks.8 Altogether, we compile information on 55 central banks.
We include all 12 regional Federal Reserve Banks in the Federal
Reserve System and the Federal Reserve Board (FRB) and 40 Euro-
pean national central banks. Within Europe, we further distinguish
between three regional areas—the euro area original members (EA
orig.), Western and Northwestern Europe (W & NWE), and East-
ern and Southeastern Europe and the Baltic Countries (E & SEE,
BC; see Table 1). We hypothesize that research quantity, quality,

6Both data sets, including code used for their construction, are available at
https://simonamalovana.org/.

7In the construction of the data sets, we needed to find a compromise between
data accessibility and a related amount of labor and relative sample homogene-
ity. Recent data suggest that economists from the U.S. Federal Reserve Banks,
international financial institutions, and euro zone central banks are cited more
frequently than economists with similar characteristics from central banks located
in emerging markets (Rybacki and Serwa 2021).

8We deliberately restrict other high-ranked research-oriented institutions from
our sample, such as the IMF or the World Bank, because they are not perceived
as central banks nor are their functions related to central bank policy conduct.

https://simonamalovana.org/
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and collaboration, among other things, will be different between the
regions. For instance, we assume a more dense collaboration network
within the euro area original members, reflecting a longer period of
cooperation via various working groups and research networks. Fur-
thermore, we assume the higher quality of research conducted by
central banks in W & NWE relative to E & SEE, BC due to a long
tradition of research in both central banks and academia. As such,
the differentiation between these regions will help us to explore the
potential heterogeneity.

The first data set leverages information available on each of the
55 central banks’ websites and social media accounts. The data
set (hereafter referred to as the Research Score Data Set) com-
prises information on central banks’ research activities in three
main areas: research organization, publications, and populariza-
tion. Each area is evaluated using several different factors, together
making a list of 26 items (see Table A.1 in Appendix A). The
items include, for example, the types of research publication series,
the extent of research opportunities offered, the level of autonomy
of the research departments, and the degree to which U.S. and
European central banks use their websites, social media (Twitter,
LinkedIn, and YouTube) and additional forms of communication
such as blogs, newsletters, and bulletins to promote the research.
Out of the 26 items, 21 were harvested from banks’ websites and
four from banks’ social media accounts, and the last item was col-
lected as a single observation from the IDEAS/RePEc website (see
the next paragraph). The data were collected during the obser-
vation period of February–March 2020 and should therefore be
interpreted as of these months. Each item is assigned a score of
between 0 and 1: 1 if the bank engages in the given activity in full;
0.50/0.25 if the activity is in place only partially; and 0 otherwise.
To obtain a separate measure for each of the three areas and a
single overall measure for all 26 items, the research scores are con-
structed as the sum of the scores assigned to the individual items;
the individual items are not weighted. As such, we get an overall
research score, a research organization score, a research publication
score, and a research popularization score. All the scores are calcu-
lated on the level of individual central banks and visualized in the
form of a geographical heat map (see Figure 2 and Figure B.1 in
Appendix B).
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The second data set comprises information about more than
20,000 research papers published in 50 central banks over the period
of 2000–19.9 This data set was extracted from the IDEAS/RePEc
website using the web-scraping technique, and it includes the paper’s
title, the authors’ names and reported affiliations, the abstract, key-
words and JEL codes, and an indication of whether the paper has
been published in a scientific journal.10 We harvested information on
working paper series, discussion paper series, and occasional paper
series, and on other research publication series similar to those three
(for instance, research publication series with a special focus, such as
Monetary Policy Committee (MPC) discussion papers or financial
stability papers).11 The final data set (hereafter referred to as the
IDEAS/RePEc Data Set) went through numerous controls to ensure
its completeness and correctness. Nevertheless, it was not possible
to extract and match all information. For example, it is not possi-
ble to match the author to his or her affiliation if the name listed
in the paper differs from the name registered in the database (if it
has changed due to marriage, for example). It is also not possible to
match a working paper to its journal version if the title has changed
significantly. Moreover, not all the harvested information is reported
for each research paper. For instance, abstracts are assigned to more

9Five central banks in Europe which report some characteristics of their
research but do not have any public research publication series, or the series is
very short, or the publications are not in English, were omitted from the second
data set.

10The data were extracted from the IDEAS/RePEc database during the first
half of 2020. As such, it represents the information which applies to the date on
which it was collected. For example, the author’s affiliation represents the affil-
iation reported by her at that time. As such, it does not represent a historical
record of the affiliations to which the author reported at the time of paper’s pub-
lication. A scientific journal is any publication series referred to as a journal by
IDEAS/RePEc. As such, it includes central banks’ in-house journals (e.g., the
Federal Reserve Bank of Richmond’s Economic Brief, FRBSF Economic Letter,
Bulletin de la Banque de France, or Visnyk of the National Bank of Ukraine)
that represent less than 1 percent of all journal publications.

11The publication series were selected based on their research character so as
to create a more or less homogeneous group, which means that rather short and
analytical publication series were not included. We also excluded in-house jour-
nals, as these are by their nature closer to scientific journals than working paper
series. Moreover, if the working paper (discussion paper, occasional paper, etc.)
is then published in the central bank’s in-house journal, it is indicated in our
sample.
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than 99.6 percent of publications, keywords to about 83 percent, and
JEL codes to about 78 percent. About 69 percent of all authors have
an assigned affiliation. In addition, the data are subject to the com-
pleteness and quality of reporting by central banks, listed journals,
and authors themselves. A few central banks in Europe either do
not report their research publications in the database at all or do
not have such a series. Therefore, some information was harvested
manually where available to complete the coverage of European
countries (see Table A.2 in Appendix A). We excluded entries with
non-English abstracts (only about 2.3 percent) and we expanded
the IDEAS/RePEc Data Set with some additional information on
impact factor and the gender of the authors. Gender is identified
using the R package gender based on the authors’ first name (85
percent of all first names are recognized and assigned a gender with
an average probability (precision)12 of 98 percent). Impact factors,
as reported by the IDEAS/RePEc database, are assigned both to
the central banks’ research publication series and to the scientific
journals in which some of the research papers are published.

3. How to Understand and Organize
Research in Central Banks

The views on what constitutes research may vary—both across dif-
ferent central banks and even among the employees of a bank. For
some, “research” can be virtually any longer-term project intended
to contribute to the work of the bank. For others, the term describes
the work that is published, either in a central bank series or acade-
mic journal. Of course, in some institutions, research can have also
negative connotations as a project with little or no relevance for
addressing any practical policy questions (Meyer et al. 2008).13 For
the purpose of this paper, the term research refers to the system-
atic study of a question using scientific methods aimed at expanding

12The gender is inferred using historical data sets of first names and dates of
birth. In this way it is possible to report the probability that a name was male
or female. For more details, see the documentation on the package.

13Meyer et al. (2008) in their report noted that “the Committee [the Exter-
nal Review Committee of economic research activities at the Bank of Canada]
discovered that the term ‘research’ has a very wide range of meanings for many
senior managers as well as staff economists at the Bank.”
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the general state of knowledge, with more or less direct relevance to
policymaking.14

Both basic and applied research should be present in central
banks, as they complement each other. Basic research is generally
tasked with thoroughly investigating a problem to push back the
frontiers of knowledge. Applied research, on the other hand, is sup-
posed to have an immediate use and visible value added. Although
basic research may not have any immediate application, it may have
positive long-term spillovers for the institution and for the economy
as a whole. One type of research cannot (or should not) live with-
out the other. Basic research provides fundamental knowledge that
applied research can build upon. Likewise, basic research benefits
from specific improvements and new fundamental questions gener-
ated by applied research. In the context of central banking, basic
research is motivated by a desire to increase understanding of the
fundamental principles grounding the institution. Such research can
try to understand and review, for example, the central bank’s role
in society, its contribution to public welfare, its aim and impact, or
the functioning of the whole economy, including financial institu-
tions and financial markets. Applied research, on the other hand, is
usually designed to answer a specific research question aimed at an
immediate application. This can include, for example, assessing the
transmission of a particular monetary, macroprudential, or super-
visory policy instrument, or developing and refining a particular
methodology, model, or indicator.

Research in central banks usually stands somewhere between
basic and applied research. Policymakers appreciate frontier thinking
but are generally more interested in research that addresses practi-
cal issues faced by the central bank. This is where the two types
of research may clash. With basic research, value added is mainly
assessed by some form of publication metric, such as the impact fac-
tor of the journal publication. However, applied research tends to

14It remains an open question how to draw a line between short-term analytical
tasks and research projects. If we adopt the perspective that research is eventually
meant to be published, analytical tasks addressing specific policy questions with
no expectation of generating any publishable research output would not be viewed
as research. Nevertheless, we highlight that both analytical tasks and research
are intertwined and complementary. Analytical tasks are typically informed by
current research and sometimes can spur new research topics themselves.
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address aspects of less interest to journal editors and may not even
be meant for journal publication in the first place. This is apparent
from Figure 1, which shows that the average share of central banks’
research papers published in scientific journals is close to 40 percent
and rising only slightly over time (see Figure 1, panel A).15 On top
of that, the heterogeneity among central banks is quite pronounced
(see Figure 1, panel B). Assessing the merits of applied research is
thus much more difficult. One cannot simply apply academic criteria
to central bank research publications. Many central banks use their
own publication series to exchange ideas about bank-specific topics
with other central banks and regulatory institutions, academia, or
the wider society. They can serve as a strong conceptual and empir-
ical basis for conducting monetary policy and maintaining price and
financial stability but research publications also help to increase cen-
tral banks’ transparency and sometimes even autonomy. Mudge and
Vauchez (2016) argue that the ECB used its research and academic
credentials to affirm its leadership in the Eurosystem and build its
capacity to work autonomously from national central banks.

In-house research in central banks has value added along multiple
dimensions. First, there are the direct benefits. Research can aid pol-
icymakers in dealing with current policy issues, such as determining
the driving factors of current phenomena, analyzing the impact of
measures taken, and quantifying the implications of alternative pol-
icy choices. Under the same category, research is well suited to deal
with future policy issues as well. Second, there are plenty of indi-
rect, often overlooked, benefits. High-quality research publications
can enhance a central bank’s reputation and increase its credibil-
ity and make it easier to defend policy actions both publicly and
privately (Issing 2005; Dincer and Eichengreen 2007; Blinder et al.
2008). A modern central bank strives to be predictable to the mar-
ket most of the time and extensively communicates its decisions to
the public. Moreover, having high-quality research is self-sustaining,
as the central bank has a greater chance of attracting (and keeping)
high-quality economists. These benefits are important to maintain,
even at the cost of letting some research time be spent on topics
outside the central bank’s mandate.

15The noticeable decline in working papers published in journals since 2014 is
due to publishing delays (Björk and Solomon 2013).
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Figure 1. Share of Central Banks’ Research Papers
Published in Scientific Journals

Note: Panel A: The total number of research papers published by the 50 cen-
tral banks in their own publication series between 2000 and 2019 is 21,908; the
total number of central banks’ research papers published in scientific journals is
7,455. Panel B: Each point of the distribution refers to the share of central banks’
research papers published in scientific journals in the given year between 2000
and 2019. In four instances the share is 100 percent, with the number of working
papers produced being only one or two in a given year and for a given central
bank.

There is a high degree of heterogeneity as to the amount of
research activities carried on by individual central banks. The
research activities performed by central banks are not limited to
publications only. Figure 2 depicts the degree of engagement in vari-
ous research activities, summarized in the overall research score, for
all the national central banks in our sample (see Section 2). The
maximum score is 17 (Bank of England) and the minimum is 2 (the
central banks of Romania and the Republic of Moldova). The differ-
ence is especially pronounced between central banks in Eastern and
Western Europe, with a higher overall research score achieved in the
West (see Figure 2). Nevertheless, there are three exceptions—the
Czech National Bank,16 the Central Bank of Hungary, and the Bank

16For more details on the Czech National Bank’s research model, see Malovaná
(2020).
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Figure 2. Overall Research Scores of Central
Banks—United States and Europe

Note: The information was collected manually using the central banks’ websites
and social media accounts. The detailed data behind the scores can be found in
the working paper version of this article (Malovaná, Hodula, and Rakovská 2020)
and in Table A.1. The choropleth maps do not reflect the scores for the Federal
Reserve Board (FRB), the European Central Bank (ECB, including the ESRB),
and the Bank for International Settlements (BIS).

of Lithuania, which all exhibit an above-average overall research
score. Even though each of these three central banks achieves its
high score by different means (i.e., by engaging in a different set of
research activities), all of them are catching up quite well with the
well-established and more research-oriented central banks in Europe.
Unsurprisingly, all the Federal Reserve Banks achieve a high over-
all research score of between 12.5 and 16.75, reflecting the high
importance assigned to research in the system. All these institutions
are recognized for their intense investment in scientific prestige and
scholarly research.

The overall research score consists of three sub-indices—a
research organization score, a research publication score, and a
research popularization score. Each of the following subsections
focuses on one area (for more details on the sub-indices, see
Appendix A).
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3.1 Research Organization in Central Banks

The vast majority of the central banks in our sample have a sep-
arate research department.17 Most of these departments (divisions,
units) fall under the area of monetary policy, forecasting, or general
economic analysis. Even though the majority of the central banks in
our sample (28 out of 55) have a legal mandate to maintain financial
stability, only a few of them have reflected this in the organizational
structure of their research activities. Only eight central banks have
their own financial research department—three among the U.S. Fed-
eral Reserve banks; four among the central banks of the E & SEE,
BC region; and the ECB.

Some central banks have affiliated research institutes, which usu-
ally focus on a special economic topic (for example, the Bank of Fin-
land Institute for Economies in Transition or the Consumer Finance
Institute at the Federal Reserve Bank of Philadelphia). The purpose
of such affiliated institutes is to conduct high-quality research and
to act as a center of excellence for the selected area. The activities of
affiliated centers are usually performed by researchers drawn from
across the central bank, but there are also some institutes formed of
employees from academia only (the Einaudi Institute for Economics
and Finance created by the Bank of Italy) and institutes with a mix-
ture of the two (the Center for Excellence in Finance and Economic
Research at the Bank of Lithuania).

3.2 Publication Activities of Central Banks

Central banks publish their research outcomes in various publica-
tion series. The most prevalent form of research publication series
are working paper series (28 out of 40 central banks in Europe and
all 12 Federal Reserve Banks), discussion paper series (8 central
banks in Europe), and occasional paper series (5 central banks in
Europe). In addition, many central banks also use more specific
series, such as technical publications (Research Technical Papers—
Central Bank of Ireland), policy-related publications (Research and

17There are six central banks for which we report no research unit, five of them
located in the E & SEE, BC region (Bosnia and Herzegovina, Croatia, Republic
of Kosovo, Romania, and Ukraine) and one, the Central Bank of Iceland, in the
W & NWE region.
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Policy Notes—Czech National Bank), or finance-related publications
(Financial Stability Papers—Bank of England; Banking and Finan-
cial Studies—Deutsche Bundesbank). An overview of central banks’
publication series can be found in Table A.2 in Appendix A.

The research publication score summarizes information not only
on the existence of such a series but also on open-source research
data and the presentation of central banks’ publication activity via
its own website and via IDEAS/RePEc. A number of central banks
publicly share their research data,18 which then creates a positive
externality, as it allows other researchers to replicate the results
or to follow up on that research. Nevertheless, these activities are
dominated by the U.S. Federal Reserve Banks (11 out of 12), while
there are only 5 central banks in Europe that share their research
data publicly.19 Next, a number of central banks promote successful
placement of their papers in peer-reviewed journals on their web-
sites. This tendency, however, is recognized mainly across the U.S.
Federal Reserve Banks.20

3.3 Research Popularization in Central Banks

Central banks are dedicating more and more resources to communi-
cating and enhancing the visibility of their research. Popularization
is an important part of overall research activities, as it connects the
central bank and its researchers to the wider society. There are a
number of ways of increasing the visibility of research outcomes;
we have identified three sets of such activities within central banks:
(i) use of social media, (ii) a separate webpage (or section of a web-
site) dedicated to research, and (iii) additional forms of presentation
or communication, such as blogs, newsletters, and bulletins.

First, central banks are becoming more active on social media.
Almost all central banks in Europe (except for the Central Bank
of Montenegro) and all the U.S. Federal Reserve Banks use at least

18We consider here only research data that can be shared publicly. Naturally,
some data used in central bank publications cannot be publicly shared due to
confidentiality reasons.

19Denmark, Germany, Lithuania, the Netherlands, and the United Kingdom.
20Even though almost all the central banks in our sample successfully placed

at least one research paper in a scientific journal, only 30 percent of central banks
in Europe report that on their websites.
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one social media platform as a modern channel of communication.
The most frequently used social media among central banks are
Twitter and LinkedIn. The majority of these central banks even
have their own YouTube channel. Many of these central banks use
social media for research popularization. This trend is more com-
mon and more frequent among the U.S. Federal Reserve Banks
and larger central banks in Europe with a well-established research
tradition. Moreover, five U.S. Federal Reserve Banks (New York,
Philadelphia, Richmond, St. Louis, and Cleveland) and two national
central banks in Europe (the Bank of England and the Bank of
Finland) have established a separate Twitter account exclusively
for posts about research work. All in all, the U.S. Federal Reserve
Banks use social media for research purposes much more than Euro-
pean central banks. We find the lowest share in the E & SEE, BC
region, where only 22 percent of banks advertise their research work
on social media, while the share is 92 percent for the U.S. region
(including the Federal Reserve Board). Table A.3 in Appendix A
further shows a very similar pattern for the intensity with which
central banks that use their social media for research purposes uti-
lize their accounts in general (e.g., the number of Twitter tweets
or the number of years since joining the media as a whole). The
situation changes when one examines the popularity of these cen-
tral banks’ social media profiles. For example, central banks in the
W & NWE region, as well as ECB & BIS, have on average a larger
number of Twitter and LinkedIn followers compared to U.S. banks,
and surprisingly, all the European regions outrun the United States
in the average number of YouTube video views.

Second, central banks are leveraging the potential of their web-
sites to increase the visibility of their in-house research. The majority
of central banks in Europe (80 percent), all the U.S. Federal Reserve
Banks, the ECB, and the BIS have a separate webpage (or section of
a website) dedicated to research activities.21 They use this website
to highlight research topics prioritized by the central bank (more
than 50 percent of the central banks in our sample),22 to promote

21Seven banks in the E & SEE, BC region and one central bank in the EA orig.
region have no research website.

22More than 67 percent of central banks in Europe engage in such activity,
while only 42 percent of the U.S. Federal Reserve Banks do so.
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research events such as conferences and workshops (94 percent), to
offer some form of fellowship or traineeship (60 percent), and to
communicate opportunities for external collaboration (64 percent).
Central banks are less active when it comes to the organization of
research competitions and awards (20 percent, mostly from the E &
SEE, BC region) and calls for projects (14 percent). Central banks
also promote these activities via social media or conventional media.
Another way to increase the visibility of research is via individual
researchers’ profiles, which provide a more personalized view. Cen-
tral banks may use this tool to boost the scientific prestige of their
research staff. All the U.S. Federal Reserve Banks and the major-
ity of central banks in Western Europe (including the ECB and the
BIS) promote their researchers on their websites. However, less than
one-third of central banks in the E & SEE, BC region follow this
practice.

Third, some central banks are exploiting the potential of addi-
tional forms of presentation and communication, such as research
blogs, bulletins, and newsletters. These types of presentation rarely
offer new information, but they do summarize existing research out-
comes and activities in a more “digestible” (i.e., shorter, simpler, and
non-technical) form. The use of these additional forms of presenta-
tion and communication of research outcomes is concentrated in the
United States and Western Europe. Only about one-third of central
banks in the E & SEE, BC region use one or more of them. Research
newsletters are the most common among these three (employed by
55 percent of central banks in our sample). However, they take the
form usually of a simple e-mail notification about website updates
(67 percent) and less frequently of an original document (23 percent
are e-mail campaigns; 10 percent are new research publications).
Research blogs and research bulletins are less common. Only about
one-third of central banks in the United States and Western Europe
use research blogs, and about one-quarter of these central banks
publish research bulletins.

4. Research in Central Banks: Some Stylized Facts

There is a significant heterogeneity in research publication activ-
ity among central banks from different regions. Table 2 presents
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basic summary statistics for the IDEAS/RePEc Data Set used in
the rest of this section (see Section 2). The U.S. Federal Reserve
Banks, including the FRB, achieve the highest figures in most cate-
gories, reflecting the important role of research in the U.S. system.
The share of research papers published by the U.S. Federal Reserve
Banks and the FRB in scientific journals between 2000 and 2019
is more than 40 percent. Central banks in the original EA mem-
ber states and supranational institutions (the BIS and the ECB,
including the ESRB) have shares about 10 percentage points lower.
The U.S. region has the highest number of publications per author,
reflecting higher productivity and/or an opportunity to devote more
time to research. Fairly similar “productivity” can be observed in
the BIS and the ECB. The U.S. region shows a relatively high share
of authors with multiple affiliations, which translates to stronger
collaboration networks (see Subsection 4.2) with positive syner-
gies for the quantity and quality of research outcomes. However,
the male-to-female authors ratio is the second worst among the
regions, with 3.4 times more male than female authors (see also
Subsection 4.3).

4.1 Topics Researched in Central Banks

In terms of JEL codes, the broad research areas selected by cen-
tral banks are fairly stable over time, reflecting central banks’ core
activities. Unsurprisingly, more than half of the research falls into
two categories—E: Macroeconomics and Monetary Economics and
G: Financial Economics (see Figure 3, panel A).23 This reflects
the two main objectives—price stability and financial stability—and
the two main sets of instruments—monetary policy and prudential
policy—usually assigned to central banks. Even though some cen-
tral banks may not be directly assigned the goal of financial stabil-
ity, they have to be interested in the pursuit of this goal, because
any disruption to financial institutions and financial markets has
a direct impact on the monetary policy transmission mechanism
(Smets 2014). The third most common area of research according

23In contrast, Essers, Grigoli, and Pugacheva (2020) report that almost half of
all the IMF working papers published in the period 1990–2017 address research
topics connected to E: Macroeconomics and Monetary Economics or F: Interna-
tional Economics.
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Figure 3. JEL Code Analysis

Note: The figure depicts the percentage of publications with a particular JEL
code assigned. E: Macroeconomics and Monetary Economics; G: Financial Eco-
nomics; C: Mathematical and Quantitative Methods; F: International Economics;
D: Microeconomics; G2: Financial Institutions and Services; E5: Monetary Pol-
icy, Central Banking, and the Supply of Money and Credit; E3: Prices, Business
Fluctuations, and Cycles; E4: Money and Interest Rates; G1: General Financial
Markets.

to JEL codes is C: Mathematical and Quantitative Methods. This
reflects the strong rigorous basis of the policy decisionmaking process
in central banks, and consequently the need for quantitative research
inputs into the policy discussion. A more detailed breakdown of JEL
categories shows that the main focus of central banks’ research is
indeed on financial institutions and financial markets, monetary pol-
icy, prices and business cycle fluctuations, and money, credit, and
interest rates (see Figure 3, panel B).

Following the GFC, financial stability has emerged as the lead-
ing research topic. A simple word cloud of keywords and words in
abstracts shows that central banks’ research agenda before the GFC
focused mostly on monetary policy issues and macroeconomic top-
ics in general, such as inflation targeting, exchange rate dynamics,
convergence, and unemployment (see Figure 4, upper blue part). Fol-
lowing the outbreak of the GFC in 2008, the topics visibly changed
in favor of the macro-finance area (see Figure 4, lower red part).
The leading research agenda after the GFC is related to financial
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Figure 4. Word Cloud Before and After the GFC

Note: Only keywords (the most frequent words in abstracts) with a minimum
count of 150 (1,500) are included. The upper (blue) part of the clouds reflects
the period 2000–07, while the lower (red) part refers to the period 2008–19. We
report word clouds based on both keywords and abstracts because about 17 per-
cent of the publications in our sample do not report keywords, while more than
99 percent report abstracts.

stability policy conduct, with numerous papers analyzing the role of
credit dynamics and performing financial risk assessments.

Looking at the dynamics of the five most common keywords, we
spot some long-term trends reflecting economic developments and
policy challenges (see Figure 5). First, the keywords nicely mirror
changes in policy mandates. That is obvious from the increasing
dominance of the keywords “financial,” “credit,” and “bank.” These
keywords reflect the rising interest of central banks in research top-
ics related to the conduct of financial stability policies. There is
an apparent structural break that occurred somewhere around the
outbreak of the GFC in 2008. This is when the relative share of
financial issues overtook that of monetary issues. Second, we docu-
ment a rather stable role of inflation-related topics in relative terms.
The absolute number of the keyword “inflation” has been gradually
rising since 2000, reflecting the fact that the majority of the central
banks analyzed operate in fully fledged inflation-targeting regimes.
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Figure 5. Five Most Common Keywords
in Central Banks’ Research Papers

Note: Panel A: Based on 18,256 research papers with keywords published by
all European, U.S., and supranational central banks as indicated in Section 2 in
period 2000–19. Panel B: Relative share is calculated as the ratio between the
frequency of each keyword and the total number of research papers with reported
keywords in every given year.

Cumulatively, the first five words appear in 46 percent of all cen-
tral banks’ research papers with reported keywords over the period
analyzed.

4.2 Authorship Networks

Research in central banks is heading towards a more collaborative
environment. We follow Adams (2012) and consider authorship as
a proxy for research collaboration. While the number of publica-
tions per author per central bank is decreasing steadily over time
(see Figure 6, panel A), the number of authors per publication is
increasing (see Figure 6, panel B). What is most striking is the
drop in the share of publications with a single author from 40 per-
cent in 2000 to less than 20 percent in 2019. The share of publica-
tions with exactly three authors, on the other hand, has more than
doubled in the last two decades, reaching 30 percent in 2019. It is
also becoming increasingly common to have publications with four
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Figure 6. Collaboration Between Researchers

Note: Panel A: Calculated as the number of research publications published by
the central bank in the given year divided by the number of authors participating
in the research publications in the given year. Panel B: Calculated as the number
of publications with the given number of authors in the given year divided by the
total number of publications in the given year.

and five or more authors. This is consistent with the general ten-
dency in economic research identified by numerous studies over the
last couple of years (see, for example, Card and DellaVigna 2013;
Hamermesh 2013; Kuld and O’Hagan 2018; Essers, Grigoli, and
Pugacheva 2020).24 The rising number of collaborators is generat-
ing positive knowledge spillovers not only to the direct collaborative
partners (Azoulay, Graff Zivin, and Wang 2010; Borjas and Doran
2015) but also indirectly to other researchers who are connected to

24Using article information from the top five and top three economic jour-
nals, respectively, Card and DellaVigna (2013) and Hamermesh (2013) show that
the distribution of the number of authors has shifted steadily rightward. Specifi-
cally, Card and DellaVigna (2013) report that the number of authors per paper
increased from 1.3 in 1970 to 2.3 in 2012. This is confirmed by Kuld and O’Hagan
(2018) on a large sample of the top 255 economic journals. They show that the
share of multi-authored papers increased from 50 percent in 1996 to over 75 per-
cent in 2014. Similarly, by studying the history of IMF Working Papers, Essers,
Grigoli, and Pugacheva (2020) found that both the number of authors publishing
within the IMF and the number of publications issued in the IMF have increased
over the last few decades, with the former having the faster pace.
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Figure 7. Authors Affiliation and the
Role of Leading Researchers

Note: Panel A: The absolute number of authors affiliated either with the cen-
tral bank or with some other institution (based on the first reported affiliation
if there are multiple ones). Panel B: The percentage share of individual authors
(researchers) in the total number of authors in our sample in relation to the per-
centage share of publications authored by these researchers in the total number
of publications in our sample.

them within a complex network (Hsieh et al. 2018). Among other
things, there is compelling evidence that teaming up is good for indi-
vidual productivity (Ductor et al. 2014; Ductor 2015; Kong et al.
2019). Although the number of authors involved in central bank
research is growing steadily, the importance of a relatively small
number of top researchers remains high (see Figure 7, panel B).

Next, we study the collaboration networks at the level of indi-
vidual institutions. We calculate the bilateral connections between
authors based on their reported affiliation in IDEAS/RePEc data-
base and the central bank in which the research paper was published.
As such, each edge in our network represents a collaborative con-
nection while the nodes are individual institutions. The width of the
edges reflects the total number of collaboration relationships in a
given period. For the purposes of our analysis, we divide the sample
into five-year non-overlapping periods that allow us to avoid excep-
tional cases in the evolution of the network and observe changes
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over time. To make the network more visually tractable, we divide
the resulting analysis into three parts. First, we take a closer look
at the collaboration networks formed by central banks in the Euro-
pean region. Second, we focus on the Federal Reserve System in
the United States.25 Third, we analyze the cooperation networks
that are formed by central banks with institutions other than cen-
tral banks (e.g., universities, research institutes, and international
organizations).

Central banks form enormous research networks. Research col-
laboration between national central banks in Europe has grown con-
siderably over time. There is a distinct difference in the density of
the collaboration network between the first and the second decade
analyzed (see Figure 8). Over the first five-year period (2000–04),
just eight central banks accounted for 80 percent of all publications,
of which only three central banks—the Bank of England, Deutsche
Bundesbank, and Banco de España—accounted for 50 percent of
all publications. During the subsequent five-year period (2005–09),
the cooperation between these institutions intensified, while some
formerly isolated central banks joined the research network. The
central banks that increased their collaboration with the leading
research cluster the most were from Central Europe (Poland and
the Czech Republic) and the Baltic region (Estonia and Lithuania).

The density of the research collaboration network increased sig-
nificantly in the years following the GFC (see Figure 8). This may
have been due to several factors combined. First, it may have been
the outcome of an increase in knowledge integration, especially in
the new EU member states that joined the European Union (EU)
in 2004, 2007, and 2013. The European System of Central Banks
(ESCB), which consists of all EU national central banks and the
ECB, encompasses many research networks and working groups
that are meant to stimulate interaction between researchers and
promote information exchange.26 Second, the GFC, among other

25Supranational institutions (ECB and BIS) and their connections to national
central banks in individual regions are depicted separately in Figure B.2 in
Appendix B.

26Past and present examples of such platforms include the Household Finance
and Consumption Research Network (HFCN), the Euro Area Business Cycle Net-
work (EABCN), the Wage Dynamics Network (WDN), and the Macroprudential
Research Network (MaRs). See “Research Networks” on the ECB’s website.

https://www.ecb.europa.eu/pub/economic-research/research-networks/html/index.en.html
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Figure 8. Collaboration Networks Between
Central Banks—Europe

Note: Each edge between two central banks (nodes) represents authors affiliated
with one of the two central banks whose paper was published in the other cen-
tral bank. The width of the edge reflects the total number of such authors. As
such, the width of the edges does not reflect the total number of research papers
between the two central banks but rather the total number of collaboration rela-
tionships. Central banks shown in red account for 80 percent of publications (dark
red for 50 percent and light red for the additional 30 percent).
BoE: Bank of England; CNB: Česká Národńı Banka; BdI: Banca d’Italia; BdE:
Banco de España; BdF: Banque de France; SR: Sveriges Riksbank; NB: Norges
Bank; SP: Suomen Pankki; BdP: Banco de Portugal; CBoI: Central Bank of
Ireland; ON: Oesterreichische Nationalbank; DNB: de Nederlandsche Bank; SN:
Schweizerische Nationalbank; DB: Deutsche Bundesbank; LiB: Lietuvos Bankas;
LaB: Latvijas Banka; EP: Eesti Pank; NBP: Narodowy Bank Polski; NBS:
Národná Banka Slovenska; MNB: Magyar Nemzeti Bank; BoG: Bank of Greece;
CBoC: Central Bank of Cyprus; CBCG: Centralna Banka Crne Gore; NBoU:
National Bank of Ukraine; NBS: Narodna Banka Srbije; NBnRSM: Narodna
Banka na Republika Severna Makedonija; SI: Sedlabanki Íslands.
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things, revealed a dark side of highly connected financial markets
(Stiglitz 2010; Haldane and May 2011; Acemoglu, Ozdaglar, and
Tahbaz-Salehi 2015; Acharya et al. 2017). The fact that dense inter-
connection serves as a mechanism for the propagation of shocks is
now widely acknowledged. As a result, researchers in central banks
have begun to form more intense scientific networks, which has led
to shared knowledge, data points, and even whole databases.

The U.S. Federal Reserve System is a complex collaborative net-
work of individual reserve banks, with a few leading the research
activities. The density of the research collaboration network has
remained very high throughout the two decades (see Figure 9) with
no significant difference before and after the GFC. The U.S. network
is much richer and more evenly distributed than the European net-
work. In the United States, we do not identify any “lost sheep,” as
all of the individual Federal Reserve Banks and the FRB have estab-
lished strong collaborations with the rest. In terms of the authorship
counts, we can identify a cluster of four U.S. central banks that can
be (historically) considered the leading ones, accounting jointly for
50 percent of the total publications—the Federal Reserve Bank of
San Francisco, the Federal Reserve Bank of Chicago, the Federal
Reserve Bank of New York, and the Federal Reserve Board.

The U.S. Federal Reserve Banks and the national central banks
in Europe maintain fruitful collaborations with academia and other
research institutions (see Figure 10). Most of this research collab-
oration is region specific, meaning that central banks usually col-
laborate with institutions in their own countries or regions (such as
national universities). A relatively small set of institutions collabo-
rate with central banks in all four regions (in dark blue) or in three
out of the four regions (in light blue). The institutions with the most
authored publications with central banks are renowned research
institutes and universities (see Figure 11). In the United States,
these are the National Bureau of Economic Research (NBER), the
Institute of Labor Economics (ILE), the Centre for Economic Pol-
icy Research (CEPR), and the University of Pennsylvania (Penn).
Another of the most active research collaborators with the U.S. Fed-
eral Reserve Banks is the International Monetary Fund (IMF). Other
academic collaborators hail mostly from U.S. universities. Surpris-
ingly, there are also some important links to universities outside the
United States, namely the Universita Commerciale Luigi Bocconi
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Figure 9. Collaboration Networks Between
Central Banks—United States

Note: Each edge between two central banks (nodes) represents authors affiliated
with one of the two central banks whose paper was published in the other cen-
tral bank. The width of the edge reflects the total number of such authors. As
such, the width of the edges does not reflect the total number of research papers
between the two central banks but rather the total number of collaboration rela-
tionships. Central banks shown in red account for 80 percent of publications (dark
red for 50 percent and light red for the additional 30 percent).
FRB: Federal Reserve Board (Board of Governors of the Federal Reserve Sys-
tem); FRBA: Federal Reserve Bank of Atlanta; FRBB: Federal Reserve Bank of
Boston; FRBCH: Federal Reserve Bank of Chicago; FRBC: Federal Reserve Bank
of Cleveland; FRBD: Federal Reserve Bank of Dallas; FRBKC: Federal Reserve
Bank of Kansas City; FRBM: Federal Reserve Bank of Minneapolis; FRBNY:
Federal Reserve Bank of New York; FRBP: Federal Reserve Bank of Philadelphia;
FRBR: Federal Reserve Bank of Richmond; FRBSF: Federal Reserve Bank of San
Francisco; FRBSL: Federal Reserve Bank of St Louis.
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Figure 10. Collaboration Networks Between Central
Banks and Other Institutions

Note: Each grey node represents one institution other than the central bank with
which the authors in our sample are affiliated. Central banks are divided into four
regions and represented by dark red nodes. Each edge represents authors affili-
ated with an institution other than the central bank whose paper was published
in the central bank in the given region. The width of the edges does not give any
information in this case. Central banks shown in red account for 80 percent of
publications (dark red for 50 percent and light red for the additional 30 percent).
Institutions with authored publications with central banks in all four regions are
shown in dark blue; institutions with authored publications with central banks
in three out of the four regions are shown in light blue.
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Figure 11. Institutions with Most Authorships with
Central Banks (top 1 percent)

Note: The top 1 percent of institutions based on the number of collaborations
with central banks between 2000 and 2019. Each edge represents authors affili-
ated with an institution other than the central bank whose paper was published
in the central bank. The width of the edge reflects the total number of such
authors. As such, the width of the edges does not reflect the total number of
research papers between the two but rather the total number of collaboration
relationships. Central banks are shown in blue. Institutions with more than 150
collaborations with central banks over the period 2000–19 are shown in dark red.
LU: Lindenwood University; NUS: National University of Singapore; JHU: Johns
Hopkins University; WashU: Washington University in St. Louis; GSU: Georgia
State University; NBER: National Bureau of Economic Research; ILE: Institute
of Labor Economics; CEPR: Centre for Economic Policy Research; Penn: Uni-
versity of Pennsylvania; IMF: International Monetary Fund; GoUS: Government
of the United States; UCLB: Universita Commerciale Luigi Bocconi; EmoryU:
Emory University; UMN: University of Minnesota.
UK: Univerzita Karlova v Praze; ESRI: Economic and Social Research Institute;
CREST: Centre de Recherche en Économie et Statistique; AMU: Aix-Marseille
Université; ULis: Universidade de Lisboa; CEPR: Centre for Economic Policy
Research; UStra: Université de Strasbourg; LSE: London School of Economics;
BIH: BI Handelshoyskolen; RG: Rijksuniversiteit Groningen; VU: Vrije Univer-
siteit Amsterdam; FU: Fordham University; UPN: Université Paris-Nanterre;
CEPII: Centre d’études prospectives et d’informations internationales; NOVA:
Universidade Nova de Lisboa; UU: Universiteit Utrecht; ULB: Université Libre
de Bruxelles; BGSE: Barcelona Graduate School of Economics; PSE: Paris School
of Economics; CFM: Centre for Macroeconomics; SGH: Szkola Glówna Handlowa
w Warszawie; KU: KU Leuven.
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and the National University of Singapore. In Europe, most author-
ship relations are found for the CEPR, while the rest are top-shelf
European universities. The CEPR is also the single most important
collaborator for all four regions considered.

As pointed out by Claveau and Dion (2018), the relation-
ship between researchers from central banks and those from other
research institutions can be considered a two-way stream. On the one
hand, central banks actively invite other researchers to collaborate
on policy-related topics, which may be pursued either via various
visiting research programs or by direct cooperation with these insti-
tutions. On the other hand, researchers in central banks are entitled
to spend some time on basic research in addition to applied (policy-
oriented) research. This allows them to collaborate on topics which
may be of greater interest to academics.

Looking at the authorship network connections from a different
angle may give us a bird’s-eye view of researchers’ mobility. As men-
tioned above, the networks presented are formed of collaborative
connections between central bank in which the research paper was
published and the authors based on their affiliation. The affiliations
reported in the IDEAS/RePEc Data Set usually reflect the current
institutional assignment of the authors, as they are directly from the
authors’ profiles on the IDEAS/RePEc website. However, the pub-
lication itself is historically linked to a given central bank. As such,
the affiliations recorded in this publication are fixed, regardless of
the authors’ mobility across institutions. For most research papers,
it can be expected that at least one of the authors was affiliated
with the given central bank at the time of publication. Therefore, if
the reported affiliations of all the authors differ from the publishing
central bank, it is very likely that at least one author has changed
her affiliation since then. Panel A in Table 3 provides the numeri-
cal representation of network graphs presented in this section.27 In
contrast, panel B employs the approach which disregards the infor-
mation about the publishing central bank and takes into account
only information about authors’ affiliations. Comparing panel A and
panel B gives a rough estimate of researchers’ mobility between cen-
tral banks and from central banks to other research institutions.

27If the author reports affiliations to multiple institutions, a relationship pair
is created for each of the institution–central bank pair.
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Even though it is not possible to track each individual movement of
researchers between central banks and to other research institutions,
this comparison provides at least a simplified view of this trend.

The distribution of collaborative connections calculated based on
the two approaches differs between regions, indicating researchers’
mobility to the ECB, the BIS, and academia. Taking into account
the publishing central bank (the first approach), the most network
connections exist between authors from the group of original euro
area member states, followed by the ECB and BIS and connections
to other research institutions (see Table 3, panel A). These make up
about 70 percent of all network connections.28 By the nature of the
calculation, the second approach yields fewer network connections on
aggregate than the first one. However, we can see that the absolute
number of connections has increased significantly for the ECB &
BIS–ECB & BIS bucket, and also for some collaboration pairs with
other research institutions (see Table 3, panel B). This most likely
reflects higher mobility to these institutions. In particular, the result
suggests that researchers tend to leave national central banks for
supranational institutions and for research institutions other than
central banks.29

Finally, we complement the networks formed based on
researchers’ self-reported affiliation with a network looking at the
collaborations based only on publishing central banks. Figure 12
shows a collaboration network between individual authors—nodes.
The size of the node reflects the number of collaborative relationships
of each author, i.e., the number of other authors with whom she col-
laborated on her research papers. Authors (nodes) are divided into
five groups based on the region of the central bank which published

28Twenty-seven percent for the EA orig.–EA orig. bucket, 12.1 percent for the
ECB & BIS–ECB & BIS bucket, and 29.8 percent for all connections with other
research institutions.

29The mobility towards these institutions is also apparent from higher rela-
tive shares of network connections (the numbers in parentheses in Table 3). The
relative share is significantly higher in panel B than in panel A in the ECB
& BIS–ECB & BIS bucket and the ECB & BIS–EA orig. bucket, and for most
connections with other research institutions. Besides researchers’ mobility, the dif-
ference between the two approaches may also reflect researchers affiliated with the
ECB & BIS or other research institutions publishing their papers in national cen-
tral banks without the collaboration of researchers from national central banks.
However, we consider this highly unlikely or limited in scope.
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Figure 12. Collaboration Networks Between Authors

Note: Each node represents one author in our data sample. The size of the
nodes reflects the number of relationships of the author, i.e., the number of other
authors with whom she collaborated. Authors (nodes) are divided into five groups
based on a central bank that published the paper they collaborated on. Authors
shown in dark red published mainly in ECB or BIS; authors shown in light red
published mainly in U.S. central banks; authors shown in dark blue published
mainly in central banks from EA orig. region; authors shown in middle blue pub-
lished mainly in central banks from W & NWE region; authors shown in light
blue published mainly in central banks from E & SEE, BC region. For ease of
exposition, only authors with a certain number of publications are shown in the
figure (2000–04: at least 3 publications; 2005–09: at least 5 publications; 2010–14:
at least 15 publications; 2015–19: at least 9 publications). Each edge between two
authors (nodes) represents publications between the two authors. The width of
the edges reflects the number of publications between the two authors.
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the paper. The width of the edges connecting individual nodes then
reflects the number of publications between each pair of authors.

A few paragraphs earlier, we highlighted a significant contribu-
tion of a relatively small number of top researchers to the final
population of research papers (Figure 7). Such evidence can point
to the presence of a small world effect (Goyal, Van Der Leij, and
Moraga-González 2006) or a superstar effect (Hsieh et al. 2018).
In the small world, a few key (“superstar”) researchers are shown
to bridge the gap between institutions. In particular, Hsieh et al.
(2018), when defining a “superstar” researcher, takes into account
the spillover effects of one researcher on others in a collaboration
network. Figure 12 shows that the network between researchers in
our data set becomes denser over time, with a few visible clusters
in all regions. The importance of a few researchers (in terms of the
number of connections to others) is visible, especially in the United
States. Over time, a group of researchers with a significant number of
connections has also grown in other regions, notably in central banks
in the euro area (dark blue) and the ECB and the BIS (dark red).
However, from a simple visual inspection, these clusters appear to be
concentrated in a single region, which is consistent with Table 3, indi-
cating that most or a significant proportion of interactions between
researchers are within a given region.

4.3 Gender Structure of Authorship Teams

Research also continues to be male dominated, but the trend is
changing. In absolute terms, men make up about two-thirds of all
the authors of the central bank research papers under study (see
Figure 13, panel A). However, the share of female authors has risen
significantly over time, reaching 25 percent at the end of 2019 (see
Figure 13, panel B). This trend is driven by an increasing share of
mixed teams (involving both women and men), reflecting greater
collaboration among researchers and larger research teams in gen-
eral (see Section 4.2). Kwiek and Roszka (2021) show that mixed
teams tend to be more successful in publishing in more prestigious
journals. While Boschini and Sjögren (2007) find that women are
less likely to coauthor than men, we are witnessing that the trend is
changing (albeit at a slow pace), at least in central banks’ research.
Still, all-male research teams continue to dominate, with a more than
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Figure 13. Distribution of Authors by Gender

Note: Gender of authors identified based on their first name using the R package
gender and the related database; see Section 2.

50 percent share of all teams in 2019. Increasing number of studies
show that in terms of research performance, the differences between
male and female scientists can be explained by the relative skewness
of the distribution (Nielsen 2017; Abramo, Aksnes, and D’Angelo
2021). Auriol, Friebel, and Wilhelm (2020) argue that it is important
to monitor the gender gap in research, because the topics favored
by female economists might deviate from those favored by men. If
women are less represented in research teams, then these topics
might become systematically under-invested. Furthermore, Zhang
et al. (2020) identify significant gender differences in the benefits
arising from engagement in international academic collaboration.

Small central banks engage more female researchers. The rela-
tionship between the share of female authors and the total number
of authors per central bank per year seems to follow a downward-
sloping convex curve (see Figure 14). However, this relationship dif-
fers between regions. Smaller central banks in Europe (in terms of
total number of authors) engage more female researchers. On the
other hand, central banks in the United States and in the EA orig-
inal member states employ a lower share of female researchers. A
similar pattern was observed by Auriol, Friebel, and Wilhelm (2020),
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Figure 14. Relationship Between the Share of Female
Authors and the Total Number of Authors

Note: Gender of authors identified based on their first name using the R package
gender and the related database; see Section 2.

who showed that the more prestigious the research institution is, the
fewer female economists are present. The authors also found that this
systematic under-representation is present already at entry level and
that the ranking of the institution causes the gap to be even wider.

Central banks rank in the lower half of research and development
(R&D) institutional sectors in terms of the proportion of women in
research. Table 4 shows that the private non-profit, government, and
higher-education sectors exhibit higher shares of female researchers
than central banks, while the lowest percentage is recorded by the
business enterprise (BE) sector. In 2015–17, women made up more
than 40 percent of the research population in the private non-
profit, government, and higher-education sectors. These three sectors
together employed more than 99 percent of all researchers in the EU
as of 2018 (European Commission 2019), which suggests a gradually
closing gap. Nevertheless, women are still vastly under-represented
in business enterprise research.30 That central banks lie somewhere

30One of the possible drivers of this result is the constant shortage of female
graduates (and also doctoral graduates) in the several narrow fields of science,
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between the shares for business enterprises and higher education is
not surprising. Based on OECD (2015, p. 90), the R&D activities
of corporations from the financial sector and its sub-sectors, and
hence also central banks’ R&D activities, fall under either of the
two R&D categories. A growing share of women can be observed
also among doctoral graduates, as the average annual growth rate of
female doctoral graduates in the EU was 2.4 percent between 2007
and 2016, while that of male doctoral graduates was only 1.4 percent
(European Commission 2019).

This comparison should be taken with caution, because the
figures for central banks refer to authors of research papers, while
those for other sectors represent the headcount of R&D personnel as
reported in the enterprise survey.31 Nevertheless, by assuming that
researchers usually present their results in the form of a research
paper, this can be considered a reasonable approximation.

4.4 Impact Factor

The impact factor is a standard measure for assessing the academic
quality of a scientific publication. In fact, this is much more com-
mon for academic publication series than for central banks’ publica-
tion series. Although we cannot say that central banks’ publications
with a higher impact factor have higher policy relevance32 (to our
knowledge, there is no such indicator), the impact factor can be an
important measure of “value for research.” Central banks’ publi-
cation series with higher impact factors are cited more in scientific
publications and by other working papers, which indicates the extent
to which other researchers find in these series material inspiring their
own work.

technology, engineering, and mathematics (STEM) (Huyer 2015; European Com-
mission 2019). Research in these fields covers a significant portion of business
enterprise research, so it is reasonable to assume that this broadly discussed
issue also affects the gender disparity in science.

31The data are gathered via national questionnaires in paper and/or elec-
tronic format, and the statistical unit used is enterprise. R&D personnel
include all those engaged directly in the R&D activities of the given enterprise
(https://ec.europa.eu/).

32By policy relevance we understand, in a broad sense, that a central bank
paper becomes one of the inputs into a policy decisionmaking process.

https://ec.europa.eu/
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The impact factor33 of central banks’ research publications varies
substantially both between and within the regions. Not surprisingly,
the ECB, the BIS, and the U.S. Federal Reserve Banks, including the
FRB, receive the highest impact factors for their in-house research
publication series (see Figure 15, panel A). The recorded dispersion
is relatively large in the case of the U.S. region, ranging from as
little as 2 to 16.34 When considering only those papers which have
been published in scientific journals, we find the U.S. region on top,
followed by the two supranational institutions and the W & NWE
region (see Figure 15, panel B). The fact that the U.S. Fed has a
higher rate of influence on journal publications is not surprising. His-
torically, American economists contributed by far the largest share of
journal publications and were cited much more often than European
economists (Frey and Eichenberger 1993; Rybacki and Serwa 2021).
In addition, U.S. research institutions and academic journals in eco-
nomics are of a higher rank (Kalaitzidakis, Mamuneas, and Stengos
2003, 2011) than those located in Europe and, as such, the U.S.
academic market is much bigger. Thus, we might be witnessing the
effect of both quality and quantity. Central bank researchers can
be schooled at top-tier universities with a long tradition of top eco-
nomic research and have access to a wide range of top-tier academic
outlets to publish their papers.

Interestingly, there is a high correlation between the impact fac-
tor assigned to the central banks’ research publication series and
the average impact factor of the papers published in scientific jour-
nals (see Figure 16). The impact factors of the U.S. Federal Reserve
Banks and the FRB and the ECB and the BIS reflect the high
emphasis placed on research in these institutions, the high share

33We present a recursive impact factor, as reported in the IDEAS/RePEc data-
base. However, when compared to other types of impact factors (simple impact
factor and a discounted impact factor), the conclusions remain the same. The
simple impact factor is calculated as the number of all citations of papers in a
particular series or journal divided by the number of papers in the series or journal
(self-citations are not considered). The recursive impact factor is calculated in the
same way, except that each citation carries some weight. The discounted impact
factor gives more weight to what is cited now. For more details, see Zimmermann
(2012).

34The Federal Reserve Bank of San Francisco and the Federal Reserve Bank
of New York rank the highest, while the Federal Reserve Bank of Cleveland and
the Federal Reserve Bank of Kansas City rank the lowest.
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Figure 15. Recursive Impact
Factor—Regional Distribution

Note: Panel A: The recursive impact factor assigned to central banks’ publi-
cation series (working paper series, discussion series, occasional papers, etc.).
Panel B: The distribution of the non-zero recursive impact factor assigned to the
scientific journals in which the central banks’ research papers were published.
It accounts for 7,411 papers between 2000 and 2019 in total (data as of March
2020). Distribution with simple and discounted impact factor is similar (available
upon request).

of researchers from academia involved in the research, and the
related high importance given to publishing in high-impact journals.
Another significant factor contributing to the relatively high average
impact factor is the fact that research papers on the U.S. economy
(and other large economies or international samples) generally have
a higher probability of publication in a high-impact scientific jour-
nal. It is usually harder to publish small country-specific research or
applied research which is of interest to a particular central bank but
little interest to an international scientific journal.

The impact factor is an important measure of the scientific
performance of academic journals, even though some studies have
pointed to its problematic nature (Seglen 1997; Simons 2008;
Vanclay 2012). The impact factor is derived from the number of cita-
tions received by the papers in a particular series or journal. As such,
it may help researchers and others in searching for bibliographic
references to a particular paper and enable mutual communication.
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Figure 16. Simple Impact
Factor—Individual Central Banks

Note: The interquantile range and mean in blue refer to the non-zero simple
impact factor assigned to the scientific journals in which the central banks’
research papers were published. The dark red line refers to the simple impact
factor assigned to the central banks’ publication series. Horizontal lines sepa-
rate individual regions as follows: EA orig.; W & NWE; E & SEE, BC; ECB &
BIS; and US. Only central banks with publication series with an impact factor
assigned in the IDEAS/RePEc database are reported. Recursive and discounted
impact factors are reported in Appendix B.

It is also an appropriate indicator of research interest, i.e., the
extent to which what is published in a series or journal is valued
by future research. However, the informative value of the impact
factor may be limited, since a small number of papers published
in a series or journal may have received a large proportion of the
citations. The overall impact factor is then boosted by this small
share of papers and may say a little about the quality of the other
papers published in a particular series or journal. This pattern is also
visible in our data, which show that a very small proportion of cen-
tral banks’ research papers published in scientific journals contribute
the most to the average and median impact factor (see Figure 17,
panel A). The same pattern persists if we divide the sample into
individual regions, with a heightened effect in the United States,
the ECB, and the BIS (panel B). These central banks are the ones
with the highest average impact factors of their in-house publication
series.
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Figure 17. Importance of Publications in High
Recursive Impact Factor Journals

Note: The distribution with simple and discounted impact factor is equivalent
(available upon request).

5. Conclusions

In this paper, we explore research in 55 central banks in Europe and
the United States, focusing on the quantity and quality of publi-
cation activity, topics analyzed, the cooperation networks between
individual central banks and with academia, the gender structure
of research teams, and research popularization. For this purpose,
we employ two unique data sets containing information on different
aspects of central banks’ research and more than 20,000 research
papers published in these central banks over the 2000–19 period.

There is significant heterogeneity in research activities across
central banks from different regions. This heterogeneity is most
apparent between larger, well-established central banks with a long
research tradition (usually located in the United States and West-
ern and Northwestern Europe) and smaller central banks (usually
located in Eastern and Southeastern Europe). The well-established
central banks produce more research papers per author, publish
a higher proportion of these papers in scientific journals, and
generally achieve a higher average impact factor. On the other
hand, they employ fewer female researchers. Furthermore, the vast
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majority of central banks in our sample have a separate research
department, but only a minority distinguish between financial and
economic research in their organizational structure. Central banks
are also dedicating increasingly more resources to communicating
and enhancing the visibility of their research. They have become
more active on social media and exploited the potential of additional
forms of presentation and popularization, such as research blogs, bul-
letins, and newsletters. However, the use of social media for research
popularization is more common among the U.S. Federal Reserve
Banks and larger central banks in Europe with a well-established
research tradition.

Taken as a whole, we have identified seven stylized facts of cen-
tral banks’ research. First, financial stability has emerged as the
leading topic after the GFC. Based on a word cloud of keywords and
abstracts, we find that monetary policy and macroeconomic topics
in general dominated before the GFC, while the macro-finance area
has taken over since then.

Second, research in central banks is becoming increasingly col-
laborative. While the number of publications per author per central
bank is decreasing steadily over time, the number of authors per
publication is on the rise. The most striking is the drop in share of
the publications with a single author, from 40 percent in 2000 to
less than 20 percent in 2019. The share of publications with exactly
three authors, on the other hand, has more than doubled in the
last two decades, reaching 30 percent in 2019. Four- or five-member
teams are also becoming more common. Partly as a result of the
increasingly collaborative environment, the number of papers pub-
lished in central banks’ series has more than doubled over the two
decades.

Third, central banks form enormous research networks. The
closer collaboration among researchers reflects more intensive coop-
eration both inside and outside the network of central banks. In other
words, the increasing number of authors per central bank publica-
tion is due to both a larger number of researchers affiliated with a
central bank and a larger number of those affiliated with an insti-
tution other than a central bank. Still, we find that most of the
research collaboration is region specific, meaning that a central bank
is more likely to collaborate with a research institution from its own
country or region. Further, our data suggest that researchers tend to
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leave national central banks to relocate to supranational institutions,
identifying a potential problem associated with human capital flight.

The second and third stylized facts are consistent with the gen-
eral tendencies in economic research identified by numerous studies
over the last couple of years (see, for example, Card and DellaVigna
2013; Hamermesh 2013; Kuld and O’Hagan 2018; Essers, Grigoli,
and Pugacheva 2020). They may to a large extent reflect the increas-
ing scale and complexity of central banks’ duties, as well as increas-
ing integration, especially among European countries, and increasing
interconnectedness of world economies and financial systems. Sur-
prisingly, the increased collaboration with academia has not been
reflected in an increased share of central banks’ papers published in
academic journals. This share stands at nearly 40 percent over the
two decades, abstracting from publishing delay.

Fourth, a relatively small share of authors contributes to a
relatively large number of central banks’ research papers. Specifi-
cally, the top 10 percent of authors contributed to about 50 per-
cent of all central banks’ publications. This finding suggests (albeit
very indirectly) that even central banks may be prone to the
“extinction effect” that has been found to be present in academic
research (Azoulay, Graff Zivin, and Wang 2010). Specifically, the
departure of a leading researcher may result in a decrease in the
central bank’s publications activity.

Fifth, the share of female researchers increases over time, but the
gender gap persists. The proportion of female authors in our sample
rises from about 19 percent in 2000 to 25 percent in 2019. This trend
is driven by an increasing share of mixed research teams (involving
both women and men), while the share of all-women research teams
remains stable over time. Further, small central banks engage more
female researchers than larger central banks. A similar pattern was
observed by Auriol, Friebel, and Wilhelm (2020), who showed that
the more prestigious the research institution is, the fewer female
economists are present. As for the relative comparison with other
R&D sectors, central banks stand somewhere between the business
enterprise sector and the government and higher education sectors.

Sixth, larger, well-established central banks with a long research
tradition achieve a higher impact factor of their in-house research
publication series as well as their papers published in scientific jour-
nals. Although we cannot say that central banks’ publications with a
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higher impact factor have higher policy relevance, the impact factor
can be an important measure of “value for research.” Central banks’
publication series that enjoy a higher impact factor serve as a fun-
damental source of inspiration to other researchers, and as such may
have a significant impact on the direction of future research. Never-
theless, the impact factor should be interpreted cautiously, because
the overall impact factor—by design—can be boosted by a small
number of papers with a high number of citations.

Seventh, a relatively small proportion of central banks’ research
papers published in scientific journals contribute the most to the
average and median impact factor. This indicates that the pattern
described in the previous paragraph may also apply to the impact
factor of central banks’ in-house publication series. This may be true
because there is a high positive correlation between the impact fac-
tor assigned to central banks’ in-house publication series and the
average impact factor of the papers published in a scientific journal.
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Č
es

ká
N

ár
od

ńı
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Appendix B. Additional Figures

Figure B.1. Research Score Groups

Note: The detailed data behind the scores can be found in the working paper
version of this article (Malovaná, Hodula, and Rakovská 2020) and in Table A.1.
The choropleth maps do not reflect the scores for the Federal Reserve Board
(FRB), the European Central Bank (ECB, including the ESRB), and the Bank
for International Settlements (BIS).
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Figure B.2. Authorship Networks Between
Central Banks—Regionally

Note: Based on authors’ self-reported affiliation in IDEAS/RePEc. The edge
width indicates the relative frequency of authorships between the listed central
banks (i.e., the number of publications in the given time period). Central banks
shown in red account for 80 percent of publications (dark red for 50 percent and
light red for the additional 30 percent).
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Has monetary policy been less effective since the global
financial crisis because of deteriorating household balance
sheets? This paper examines the question using household
data from the United States. It compares the responsiveness of
household consumption to monetary policy shocks in the pre-
and post-crisis periods, relating changes in monetary trans-
mission to changes in household indebtedness and liquidity.
The results show that the responsiveness of household con-
sumption has diminished since the crisis. However, household
balance sheets are not the culprit. More indebted and less liq-
uid households are the most responsive to monetary policy, and
their share in the population grew. The decline in the consump-
tion response does not seem to be attributable to households’
decreasing interest rate exposure, either.

JEL Codes: E43, E52, E21.

1. Introduction

A common perception among many academics and policymakers is
that monetary policy in advanced economies has been less effective
since the global financial crisis (GFC) because of higher household
debt and associated credit constraints. Amir Sufi summarized this
view in 2015 (Sufi 2015): “Monetary policy over the past seven years
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has been ineffective because it has channeled interest savings and
additional credit to exactly the households that are least likely to
change their spending in response. The households that would nor-
mally spend most aggressively out of monetary policy shocks are
heavily indebted or have seen their credit scores plummet, rendering
them either unwilling or unable to boost spending.”

To date, however, the issue has—to our knowledge—not been
systematically assessed. While a few studies have examined the role
of household balance sheets in monetary transmission, they have
focused on the pre-crisis period, and have not directly analyzed
whether post-crisis debt levels have impeded transmission.1 These
studies suggest that more indebted and less liquid households react
more to monetary policy. The argument is that these households
run into collateral and liquidity constraints, which monetary policy
directly affects (Aladangady 2014, Di Maggio et al. 2017, Cloyne,
Ferreira, and Surico 2018, and Flodén et al. 2021 emphasize house-
holds’ cash flows; Luo 2017 focuses on households’ default risk).
Using aggregate data, Hofmann and Peersman (2017) also find a
stronger impact of monetary policy in economies with high private
debt. One open question, however, is whether at very high debt levels
effects are different. In these cases, monetary easing may do little to
alleviate credit constraints, and stimulate consumption (Sufi 2015;
Alpanda and Zubairy 2019; Beraja et al. 2019). The responsiveness
of households to monetary policy may thus display an inverted U-
shaped pattern, rising as debt levels grow below a certain threshold,
and declining thereafter.

In this paper we compare the transmission of monetary policy
through household consumption in the pre- and post-crisis periods,
and ask whether changes therein can be explained by the evolution of

1Without discussing monetary policy effects, Mian, Rao, and Sufi (2013) and
Kaplan, Violante, and Weidner (2014) find that leverage and liquidity signifi-
cantly affect household’s propensity to consume. Similarly, some empirical studies
show adverse effects of high debt on consumption, although they do not examine
monetary policy effects (such as Dynan 2012; Drehmann, Juselius, and Korinek
2017; International Monetary Fund 2017; Melzer 2017; Mian, Sufi, and Verner
2017; Alter, Feng, and Valckx 2018). Many studies highlight the adverse effect
on aggregate demand from debt deleveraging caused by the housing crisis dur-
ing the U.S. Great Recession (such as Guerrieri and Lorenzoni 2011; Eggertsson
and Krugman 2012; Mian and Sufi 2014; and Eggertsson, Mehrotra, and Robbins
2017).
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household balance sheets. To this end, we use quarterly household-
level data from the U.S. Consumer Expenditure Survey (CEX) from
1996 to 2014. We first assess average changes in the responsiveness of
household consumption to monetary policy shocks, which we iden-
tify using exogenous instruments drawn from high-frequency data,
in the tradition of Bernanke and Kuttner (2005). We employ both
synthetic cohort analysis (which enable us to obtain longer times
series and derive local projections) and standard panel data meth-
ods that exploit the full micro data set. Next, we explore the role
of two household balance sheet variables in driving cross-sectional
differences in the responses to monetary policy shocks: indebted-
ness (mortgage balance relative to house value) and liquidity (liquid
assets to monthly income).2

We show that the response of household consumption to mon-
etary policy shocks has diminished since the global financial cri-
sis. We also find that higher-indebted households tend to respond
more to monetary policy shocks—particularly with regard to durable
consumption—in the pre- and post-crisis periods. While effects
appear non-linear, they are not U-shaped, since households with
the highest indebtedness respond most to monetary policy shocks.
This suggests that household debt did not contribute to lessening
the effects of monetary policy over time, since the distribution of
debt did not change markedly with the crisis, while its average even
increased somewhat.3 We also explore whether the observed reduc-
tion in households’ interest rate exposure, due to a decline in the
share of variable-rate mortgages, has contributed to the weakening
of monetary policy transmission to consumption, but fail to find
significant evidence to support this notion.

Similar results hold for household liquidity. Households with
lower levels of liquid assets react more strongly to monetary policy

2Recent papers suggest that consumption responses to monetary policy should
depend on the distribution of households’ liquidity; see heterogeneous agent New
Keynesian (HANK) models (such as Hedlund et al. 2017, Kaplan, Moll, and
Violante 2018, Kaplan and Violante 2018, and de Francisco 2019).

3Justiniano, Primiceri, and Tambalotti (2015) and Yellen (2016) also suggest
that debt overhang alone cannot explain the slow recovery from the U.S. Great
Recession. Also, Bernanke (2018) does not find strong predictive powers of house-
hold balance sheets for economic conditions, although he argues that it does not
dismiss the important role of household balance sheets considering the empirical
challenges in identifying macro effects.
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shocks, both pre- and post-crisis. Again, because the distribution
of liquidity across households remained stable over time, liquidity
constraints cannot explain the decline in monetary policy effective-
ness. The explanation for the lower effectiveness of monetary policy
must therefore lie elsewhere, such as in the higher degree of economic
uncertainty brought about by the crisis.

2. Hypotheses and Data

The main questions we explore in this paper are as follows:

(i) Has the response of household consumption to monetary pol-
icy shocks declined since the global financial crisis?

(ii) Do households with greater indebtedness respond more
strongly to monetary policy shocks? Is there evidence of
non-linearities—in particular, does the responsiveness decline
after a certain threshold?

(iii) Are households with non-fixed-rate mortgages more respon-
sive to monetary policy shocks?

(iv) Do households with low levels of liquid assets react more to
monetary policy shocks? And, are non-linear effects discern-
able?

(v) Can shifts in the distribution of household indebtedness and
liquidity, and changes in the share of non-fixed-rate mortgages
between the pre- and post-crisis periods explain the observed
changes in the average response of household consumption to
monetary policy?

2.1 Data: Variables of Interest, Sources,
and Summary Statistics

We use the Consumer Expenditure Survey (CEX)4 for household-
level consumption, income, and balance sheet data between 1996:Q1
and 2014:Q4. The CEX data are well suited for our analysis for three

4CEX data available at https://www.bls.gov/cex/pumd data.htm#stata.

https://www.bls.gov/cex/pumd_data.htm#stata
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reasons. First, the survey offers rich cross-sectional variation, with
about 7,500 households interviewed per quarter. Second, the quar-
terly frequency is helpful to study the short-run effects of monetary
policy on households’ consumption. Third, CEX data span a suffi-
ciently long period to compare household behavior before and after
the crisis.

We construct measures of durable and non-durable consumption
expenditures. This is to allow for the impact of monetary policy
to differ across each category of goods, since theory and empirics
suggest that the marginal propensity to consume for durable and
non-durable goods are significantly different (Souleles 1999; Parker
et al. 2013; see Appendix A for more details).

We consider two key characteristics of household balance sheets:
indebtedness and liquidity. Indebtedness is defined as the ratio of
each household’s total mortgage balance (summed over all the prop-
erties owned by the household) to the value of the houses it owns, as
reported by households. We exclude other liabilities like credit card
balances, since fewer households report these and because mortgage
debt is the most significant liability for most households.5 We define
liquidity as the ratio of liquid assets to monthly income, as reported
by households. Liquid assets include the total balance on households’
checking and savings accounts, and income is after tax. Details are
provided in Appendix A.

Table 1 highlights key features of non-durable and durable con-
sumption. On average, households spend four times more on non-
durable consumption relative to durable consumption in any given
quarter. However, the standard deviation of durable consumption
is notably larger than that of non-durable consumption, pointing to
the lumpy nature of durable goods purchases (Caballero 1993). Con-
sumption levels differ across housing tenure, especially for durable
consumption (see Appendix A), in line with findings in the liter-
ature that housing tenure is correlated with consumption decisions
(see, for example, Aladangady 2014 and Cloyne, Ferreira, and Surico

5The CEX collects mortgage information in all interviews, while it collects
other financial information (such as credit card debt) only in the second and
fifth interviews. Therefore, we focus on mortgage debt, the largest component of
household debt, in examining the effects of indebtedness. Moreover, there does
not appear to be any shift in the distribution of credit card debt-to-income ratio
post-crisis.
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2018). The distribution of consumption quarter-on-quarter growth
changes little after the crisis for both durable and non-durable cate-
gories, while the distribution of consumption levels shifts slightly to
the left after the crisis.

Homeowners take on varying, though generally high, levels of
debt (Table 2), in line with findings in Kaplan, Violante, and
Weidner (2014) and Hedlund et al. (2017). On average, 74 percent of
households own a house, of which almost two-thirds have mortgage
debt (see Appendix A).6 Average indebtedness among households
over the entire sample is high, at nearly 60 percent, as is the stan-
dard deviation of consumption, at 42 percent. The distribution is
skewed to the right, however, and does not change particularly from
pre- to post-crisis, as discussed further in Section 4.

Liquidity levels also vary significantly across households (Table
3). Median liquidity is lowest for renters and highest for homeown-
ers without mortgages. The same is true of standard deviations. The
distribution is especially skewed towards lower liquidity levels due to
“hand-to-mouth” households whose liquid assets are less than a half
of their monthly income (Kaplan, Violante, and Weidner 2014). The
share of such households is nearly 60 percent, of which about two-
thirds are homeowners which can thus be considered as “wealthy
hand-to-mouth” households.7 The distribution of liquidity does not
change noticeably from pre- to post-crisis, either, as reviewed in
Section 4.

2.2 Identifying Monetary Policy Shocks

As typical in this literature, we face a tradeoff between overcom-
ing endogeneity and measuring a meaningful relationship between
monetary policy and consumption. The former pushes us to seek
exogenous monetary policy shocks. However, as these tend to be

6More than 80 percent of mortgage contracts in our sample are fixed-rate
mortgages.

7The share of hand-to-mouth households is likely overstated due to our narrow
definition of liquid assets. Kaplan, Violante, and Weidner (2014) find the share
to be 31 percent based on a broader definition of liquid assets allowed by gran-
ular balance sheet data from the Survey of Consumer Finances for 1989–2010.
However, the paper also finds the share of “wealthy hand-to-mouth” households
to be around two-thirds, as in our sample.
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Table 4. Monetary Policy Shock

Percentiles

25th 50th 75th Mean Std. Dev. Obs.

Full Sample –0.066 –0.008 0.040 –0.012 0.084 354,685
Pre-GFC –0.078 –0.007 0.046 –0.011 0.085 233,620
Post-GFC –0.029 –0.008 0.014 –0.009 0.060 106,277

small, finding a stable and substantial effect on consumption can be
difficult.

We identify monetary policy shocks using high-frequency data
at the time of monetary policy announcements. We do so in the
tradition of Bernanke and Kuttner (2005), by capturing changes in
asset prices closely correlated with monetary policy expectations.
However, unlike Bernanke and Kuttner, we do not use futures on
federal fund rates, since these remained little changed (and close to
zero) during the post-crisis period, despite repeated steps taken to
loosen monetary policy, such as through quantitative easing (QE)
programs.

To find a measure that is equally suitable for pre- and post-crisis
periods, we resort to changes in two-year bond yields, taking the
cue from Gürkaynak, Sack, and Swanson (2005, 2007) and, subse-
quently, Gilchrist, López-Salido, and Zakraǰsek (2015), Hanson and
Stein (2015), and Ferrari, Kearns, and Schrimpf (2017), among oth-
ers. The identifying assumption is that two-year bond yields on the
day prior to a scheduled monetary policy announcement capture
market expectations of future policy interest rates, as well as per-
ceptions of policy uncertainty as reflected in term premia. Thus,
changes in two-year yields on announcement days reflect the surprise
component of monetary policy along both dimensions. We sum mon-
etary policy surprises from all announcements in a given quarter, as
in Romer and Romer (2004), to construct measures consistent with
our quarterly data on consumption. Table 4 shows that even though
the distribution of the identified monetary policy shock has shrunk
in the post-GFC period, substantial variation remains, allowing us
to use these shocks for assessing monetary policy effectiveness in
both pre- and post-GFC periods.
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3. Has the Response of Household Consumption
Changed Post-Crisis?

Households are only interviewed by the CEX survey for four con-
secutive quarters, and subsequently drop out of the data set. This
limits the assessment of consumption reaction to monetary shocks
to a time horizon of three quarters. Therefore, for a first analysis
of impulse responses to monetary shocks, we construct synthetic
cohorts to obtain longer time series.

Constructing synthetic cohorts amounts to categorizing house-
holds at any given quarter according to pre-defined buckets,
then linking the data between buckets to create longer time
series. The underlying assumption is that households with similar
characteristics—belonging to the same bucket—respond similarly to
monetary policy shocks. Obviously, such an approach has its limita-
tions, since households can differ along many characteristics which
are not controlled for.

We build cohorts using the head of household’s birth year and
housing tenure. For the grouping by birth year we define 14 groups
using five-year birth-year intervals, while for the grouping by housing
tenure we retain 3 groups: owners with mortgage, owners without
mortgage, and renters. As a result, we build 42 representative con-
sumer units with data for the whole sample period. More details
on the construction of synthetic cohort panel data are provided in
Appendix B.

We then use the panel of synthetic cohorts to estimate the
response of durable- and non-durable consumption to monetary pol-
icy, estimating the impulse response function using Jordà’s (2005)
local projection method:

ln

(
Cj,t+h

Cj,t−1

)
= β

(h)
0 + β

(h)
1 2yrt + β

(h)
2 postGFC

+ β
(h)
3 postGFC ∗ 2yrt + β

(h)
4 Xj,t + β

(h)
5 St

+ εj,t+h h = 1, . . . , 12, (1)

where ln
(

Cj,t+h

Cj,t

)
is the cumulative log change in real consumption

by the synthetic cohort j between periods t and t+h, 2yrt is the two-
year yield, Xj,t is a cohort-specific vector of controls that includes
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age and age squared, and St is a set of macro controls that includes
inflation, GDP growth rate, and quarterly dummies.

To test the hypothesis that the effect of monetary policy has
changed after the GFC, we include a dummy variable, labeled post-
GFC in the above equation, for the post-crisis period (2009:Q1 and
onwards) and interact it with the policy rate. The coefficient β

(h)
1

captures the pre-GFC effect of monetary policy and β
(h)
3 captures

the additional effect of monetary policy added in the post-GFC.
These consumption responses to a contractionary monetary policy
are expected to be persistently negative.8

We instrument the two-year yield (2yrt) to address endogeneity—
the possibility that bond yields reflect monetary policy responses to
changes in consumption. As instruments, we adopt exogenous mon-
etary policy shocks from high-frequency data, as discussed earlier.
We exploit over-identification to overcome weak instrument bias by
using the contemporaneous monetary policy shock and its lags as the
instruments. We use the generalized method of moments (GMM)
to obtain more precise estimates (see Ramey 2016 and Stock and
Watson 2018).9

Turning to the results, the pre-GFC effect of monetary policy
measured by β

(h)
1 is negative on both durable and non-durable con-

sumption growth, while the additional effect due to the post-GFC
β

(h)
3 is positive at most projection horizons (Figure 1).

These results suggest that the responsiveness of consumption
to monetary policy has changed and has likely weakened since the
crisis. However, the change seems difficult to measure in a precise
and robust manner. The size and significance of β

(h)
3 varies as the

8Previous studies show that a contractionary monetary policy would generate
a hump-shaped drop in consumption and investment in the data (e.g., Chris-
tiano and Eichenbaum 2005; Wong 2015; and Cloyne, Ferreira, and Surico 2018),
which could be explained by various frictions (e.g., see Christiano, Trabandt,
and Walentin 2010, Iacoviello and Neri 2010, and Alpanda and Zubairy 2019).
These consumption responses to monetary policy are related to but different
from the intertemporal elasticity of substitution (e.g., see Kaplan, Moll, and
Violante 2018). For a survey of the estimation of the intertemporal elasticity of
substitution, see Thimme (2017).

9Results are robust to instrumenting the policy rate with the signal shock and
the risk shock described above.
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Figure 1. Response of Durable and Non-Durable
Consumption to Monetary Policy

Note: GMM estimation, 1996:Q1–2014:Q4. Dependent variable is the accumu-
lated quarterly growth rate in real consumption. Individual data from CEX are
aggregated in 42 synthetic cohorts according to housing status and five-year birth-
year intervals. In the first-stage regression, the two-year yield is instrumented by
monetary policy shocks. All regressions include a constant, aggregate macroeco-
nomic controls (inflation and real GDP growth), and quarterly seasonal effects.
Standard errors are robust to heteroskedasticity and autocorrelation. Full line
shows the estimated effect, while the dotted lines show the 90 percent confidence
interval.

specification of Equation (1) is modified by, for example, changing
the set of controls to include more lags. The message we therefore
take from this exercise is that it offers suggestive, but not conclusive
and precise, evidence for a weakening of monetary policy effects on
household consumption in the post-crisis period.

We thus tackle the same question using the full micro data set,
without aggregating households in cohorts—at the expense of only
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observing consumption growth for three consecutive quarters for any
single household. We run the following regression:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (postGFC · 2yrt) + β3postGFC

+ BZi,t + λs(t) + ui,t, (2)

where ln
(

ci,t+1
ci,t−1

)
is the cumulative log change in real consump-

tion for individual household i (instead of a synthetic cohort as
above). We focus on two-quarter growth rates in consumption to
allow for lags in monetary policy transmission.10 postGFC again
denotes a dummy variable that takes the value of 1 since 2009:Q1;
Zi,t denotes household level controls, which include race, education
level, age, family size, and marital status. λs(t) stands for seasonal
fixed effects.11

We follow the same procedure as before in instrumenting two-
year yields (2yrt) using high-frequency monetary policy shocks and
their lags as instruments to overcome weak instrument bias, and
using GMM estimation.

The results confirm the earlier findings of a weaker impact
of monetary policy after the crisis. Overall, we find the expected
response of both durable and non-durable consumption to mone-
tary policy shocks. In the pre-crisis period, an expansionary mone-
tary policy shock (a 10 basis point reduction in the two-year yield)
increases non-durable and durable consumption by about 3 percent
and 2 percent, respectively (Table 5, columns 3 and 4). In the post-
crisis period, the response of durable and non-durable consumption
to monetary policy is clearly weaker (as seen by positive and sig-
nificant values of β2). For durable consumption, the effect is only

10The rotating nature of data does not allow for a more dynamic analysis of
consumption response to monetary policy, an issue we explore using synthetic
cohorts. We use two-quarter-ahead consumption growth in the panel analysis to
strike a balance between allowing for a transmission lag and not losing too many
observations. The results are broadly robust to the choice of one, two, or three
quarters.

11See Table A.1 for correlations among consumption growth, household charac-
teristics, and balance sheet variables. Households’ balance sheet variables (liquid-
ity and leverage) are not found to be highly correlated with household-level
characteristics (family size, education, ethnicity, marital status, etc.).
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marginally statistically significant (Table 5, columns 4 and 6). Our
main results are robust to adding income change as an additional
control variable (columns 5 and 6).

Household-level controls have a significant and expected impact
on households’ non-durable consumption. College-educated, white,
married, and older households display higher consumption growth
following looser monetary policy. However, these characteristics are
not found to be important determinants of durable consumption.

When we estimate Equation (2) over the full sample, by remov-
ing the post-GFC dummy and its interaction with monetary policy,
results show that expansionary monetary policy boosts both durable
and non-durable consumption, as expected (Figure 2 and Table 5,
columns 1 and 2). The estimated effect is stronger for non-durables;
a 10 basis point increase in the two-year yield reduces non-durable
consumption by 2.5 percent and durable consumption by 0.5 per-
cent.12 Results for durable consumption are in general less robust,
partly reflecting the diminished response of durables consumption
to monetary policy shocks post-crisis, as shown above.13 Overall,
the effects are comparable to those reported in Wong (2015), who
uses the CEX data and finds that a one-standard-deviation expan-
sionary shock (∼10–15 basis points) increases total consumption
(both durable and non-durable) by 1.7 percent. The results are
qualitatively robust to using monetary policy news shocks based on
Nakamura and Steinsson (2018) (see Appendix D for more details).

12These results are not directly comparable to those in the literature because
this full sample includes the post-GFC period. Moreover, to our knowledge, our
novel approach, which uses monetary policy shocks as instruments, has not been
used in other studies with micro-level data; the literature tends to use monetary
policy shocks as regressors (e.g., Wong 2015) or use other variables to instrument
a change in a relevant interest rate (e.g., Aladangady 2017). Further, while Wong
(2015) estimates consumption elasticity to monetary policy shocks, we focus on
the consumption response to exogenous changes in policy-relevant interest rates,
allowing for making more meaningful and policy-relevant conclusions.

13Another reason may be the lumpy nature of durables consumption, which
implies lags in responses to monetary policy shocks. To partly account for poten-
tial lags, we use current and lagged monetary policy shocks as instruments for the
two-year yield when estimating Equation (2) for durable consumption growth.
The Hansen statistic (test for over-identifying restrictions) shows that instru-
ments are valid. In the case of non-durables, the equation is exactly identified,
since we only use the current monetary policy shock as an instrument for two-year
yield.
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Figure 2. Consumption Response to 10 Basis Point
Increase in Two-Year Yield (in percentage points)

4. Does Household Indebtedness Matter?

In this section we ask whether household indebtedness affects the
response of consumption to monetary policy impulses. Next, we
explore the role of non-linearities, and ask whether the change in
the distribution of household indebtedness post-crisis might help
explain the lower monetary policy impact on consumption detected
earlier.

To tackle the first question, we estimate an equation of the fol-
lowing form:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (LTVi,t−1 · 2yt) + β3LTVi,t−1

+ BZi,t + λs(t) + ui,t. (3)

As earlier, the model is estimated using GMM, where the two-
year yield is instrumented by monetary policy shocks. The equa-
tion is estimated for a subset of the entire sample, i.e., homeowners
with mortgages,14 as housing-related leverage would be a relevant

14Following the crisis, the homeownership rate fell, and many households also
lost their homes to foreclosures. While the CEX data reflect the distribution of
homeownership and leverage in the sample, we are unable to identify households
that foreclosed. As such, the regressions are based only on homeowners with
mortgages.
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Figure 3. Effect of Monetary Policy on Consumption
Growth at Different LTV Levels

Note: This graph shows the response of consumption to a 10 basis point increase
in the two-year yield at different levels of household indebtedness. The x-axis
denotes LTV ratio and the y-axis is the consumption response measured by
β̂1 + β̂2 ∗ LTV (based on Equation (3)), estimated at different LTV levels and
corresponding 90 percent confidence intervals.

parameter for this group. A negative value of β2 supports the
hypothesis that households with higher indebtedness respond more
to monetary policy shocks. However, the total effect of mone-
tary policy loosening on consumption growth must be read from
β1 + β2 ∗ LTV .

The results show that β2 has a negative sign, in line with
the notion of a higher responsiveness of more indebted house-
holds. The estimated coefficient is, however, only significant for
durable consumption. To understand further whether and how the
responsiveness of consumption to monetary policy shocks varies
with household indebtedness, we check for the joint significance of
β1 and β2 along the spectrum of possible values for indebtedness
(Figure 3).

The confidence intervals widen at higher loan-to-value (LTV)
levels. Furthermore, in the case of durable consumption, the over-
all impact of monetary policy is found to be significant only at LTV
levels higher than 0.5, suggesting that monetary policy may be effec-
tive only beyond a certain threshold. These results indicate that the
response of consumption growth to monetary policy may potentially
be non-linear.

As discussed earlier, looser monetary policy would be expected
to strengthen balance sheets and reduce indebtedness by boosting
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house prices and reducing the net present value of mortgage pay-
ments. In turn, these effects should relax credit constraints and favor
higher consumption. However, when indebtedness is especially high,
the marginal improvement in balance sheets may not be sufficient
to restore access to credit or allow for debt refinancing. Moreover,
as discussed in Alpanda and Zubairy (2019), high levels of debt
may dampen the effectiveness of monetary policy because “highly
indebted households may be less willing, or less able, to borrow
further in response to a rate cut, especially during recessionary peri-
ods when agents are facing higher job insecurity and income uncer-
tainty.” After a shock, households may need to rebuild wealth and
increase precautionary savings (Carroll and Kimball 1996, Mian and
Sufi 2014). A more specific channel refers to the mechanism by which
underwater households may not invest in their homes in response
to a monetary easing (Melzer 2017). We refer to the potentially
dampening effect of high debt through these various channels as the
debt-overhang hypothesis.

To study whether consumption growth responds non-linearly to
household indebtedness, we (i) estimate an alternative specifica-
tion with a quadratic term in LTV and (ii) estimate a threshold
regression.

The quadratic specification is as follows:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (LTVi,t−1 · 2yt)

+ β3
(
LTV 2

i,t−1 · 2yt

)
+ β4LTVi,t−1 + β5LTV 2

i,t−1

+ BZi,t + λs(t) + ui,t. (4)

We focus on the total marginal effect (β1 + β2LTV + β3LTV 2)
to assess the marginal effect of monetary policy on consumption
along the spectrum of LTV values. The results (Figure 4) are
largely in line with our earlier findings from Figure 3. As before,
for non-durable consumption, the marginal effect increases even at
higher levels of LTV. However, for durable consumption the neg-
ative effect is only significant for LTVs between 0.5 and 1.4—i.e.,
the effect is not significant at very low nor very high levels of
indebtedness.
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Figure 4. Effect of Monetary Policy on
Consumption Growth at Different

LTV Levels Using a Quadratic Specification

Note: This graph shows the response of consumption to a 10 basis point increase
in the two-year yield at different levels of household indebtedness. The x-axis
denotes LTV ratio and the y-axis is the consumption response measured by
β̂1 + β̂2 ∗ LTV + β̂3LTV 2 (based on Equation (4)), estimated at different LTV
levels and corresponding 90 percent confidence intervals.

Second, we estimate a threshold regression of the following form:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (ILTV <0.9 · 2yrt) + β3ILTV <0.9

+ BZi,t + λs(t) + ui,t, (5)

where ILTV <0.9 is an indicator function that takes a value of 1 when
indebtedness is less than the 90th percentile (which corresponds to
an LTV value of 0.99) over the sample period 1996:Q1–2014:Q4.
Therefore, a significant value of β2 implies that transmission is dif-
ferent across households with high and low indebtedness. For LTVs
lower than the 90th percentile, the marginal effect of monetary pol-
icy on consumption is (β1 + β2), while it is β1 for LTVs in the
top 10 percentile. We find that higher indebtedness increases the
responsiveness to monetary policy shocks for non-durable consump-
tion over the full and pre-crisis samples (Table 6, columns 3 and 5,
respectively). Thus, the effects of indebtedness appear to be non-
linear. The results for durable consumption are comparable over
the pre-crisis sample (Table 6, column 6), and have the expected
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sign, though they are not significant for the full sample (Table 6,
column 4).

We further explore the responsiveness of consumption at other
thresholds, namely at 70th (0.75), 80th (0.86), and 95th (1.26) per-
centiles (LTV values). The results corroborate the earlier findings:
the response to monetary policy shocks increases with indebtedness,
but there is no evidence that it diminishes at high levels (Table 7).
This is particularly evident for durable consumption, which shows a
monotonically increasing coefficient on indebtedness as the threshold
is raised. These findings contrast with literature that finds a dimin-
ished response to monetary policy at high levels of indebtedness
(Beraja et al. 2019).

In summary, our results suggest that more indebted households
respond more to monetary policy impulses. However, we do not find
evidence of a debt overhang effect—that is, of a weakened response
at very high levels of indebtedness.

Therefore, for indebtedness to explain the decrease in the aver-
age response of household consumption to monetary policy shocks,
the overall distribution of indebtedness must have shifted leftward
post-crisis, toward less indebted households. However, if anything,
the distribution of indebtedness shifted to the right,15 though its
mean declined somewhat, as shown in Figure 5. Using estimated
coefficients from Equation (3) (Figure 3), the responsiveness of non-
durable and durable consumption to a 10 basis point rise in the
two-year yield is found to increase by 2 and 4 basis points, respec-
tively, due to the shift in the distribution of household indebtedness
post-crisis. The proportion of households in the top 10 percentile of
LTV distribution grew from 5 percent before the crisis to 8 percent
in the post-crisis period. According to Equation (4), this implies a
3 and 6 basis point increase in the responsiveness of non-durable
and durable consumption, respectively, to a 10 basis point hike in
the two-year yield. Thus, both specifications indicate that changes

15While Guren et al. (2018) do not study the responsiveness of consumption
to monetary policy shocks, to the extent that monetary policy has an impact on
house prices, they find that the housing wealth effect is not sensitive to changes
in the distribution of LTV because a rightward shift in the LTV distribution
not only increases the number of highly sensitive constrained agents but also the
number of underwater agents whose consumption is insensitive to house prices.
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Figure 5. Density of Loan-to-Value

in the LTV distribution have per se contributed to a higher respon-
siveness of consumption to monetary policy in the post-crisis period.
We must therefore look elsewhere to seek a plausible explanation for
the drop in monetary policy effectiveness relative to consumption.

While the distribution of household indebtedness in CEX does
not appear to have shifted significantly post-crisis, the survey also
allows us to study the evolution of homeowners’ interest rate expo-
sure. Studies using household-level data in countries where variable
rate mortgages are the norm find that the consumption respon-
siveness to monetary policy increases as the interest rate exposure
increases (Holm, Pascal, and Tischbirek 2021). Here, we examine
the evolution of the share of non-FRMs, i.e., mortgages that do not
carry a fixed interest rate over the term of the loan. A higher share
of non-FRMs implies a larger share of households with interest rate
exposure.

The data show that while FRMs account for the majority of
mortgages in the United States, the share of non-FRMs dropped
significantly at the beginning of the crisis in 2007, and it has stayed
low since then (Figure 6). Such a sharp decline may have been driven
by a lower risk appetite of households at the onset of the crisis. The
lower interest rates following the crisis further encouraged house-
holds to shift towards FRMs and fix low interest payments for the
entire term of the mortgage (Wilson 2016).
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Figure 6. Non-Fixed-Rate Mortgages
as a Share of All Mortgages

For households with FRMs, monetary transmission operates pri-
marily through the balance sheet channel, whereby monetary pol-
icy can have an impact on households’ net wealth. By contrast,
for households with non-FRMs, monetary transmission operates
through both the balance sheet channel and the debt-service chan-
nel, due to the interest rate exposure. Auclert (2019) notes that the
interest rate exposure is a key transmission channel of monetary
policy to consumption.

We find that while sign of the estimated coefficients is negative
(consistent with stronger monetary policy transmission for house-
holds with non-FRMs), the effects are not statistically significant.
Specifically, the coefficients on the interaction between the non-FRM
dummy and two-year yield for both non-durable and durable goods
are statistically insignificant (Table 8). We therefore fail to find con-
vincing evidence that the reduced interest rate exposure of house-
holds offers a possible explanation for the post-crisis weakening of
the monetary policy transmission to consumption.

5. Does Household Liquidity Matter?

We proceed in much the same way as in the earlier section.
We ask whether the liquidity position of households affects their
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Table 8. Impact of Monetary Policy on Consumption:
The Role of Interest Exposure

Non-durables Durables
Variables (1) (2)

2-yr Yield –32.97 –18.31
(35.97) (15.20)

Non-FRM*2-yr –15.68 –4.46
Yield (85.60) (7.49)

Family Size –0.19 –0.19
(0.56) (1.01)

College 0.74 2.40
Education (0.60) (2.55)

White 1.25** –0.35
(0.55) (4.17)

Married 0.91 –1.23
(1.93) (3.28)

Reference Age 0.02 –0.09
(0.03) (0.11)

Non-FRM 59.73 19.10
(323.42) (28.67)

Observations 73,331 36,936
No. of Households 37,656 24,407
Hansen Exactly Identified 0.134

Note: GMM estimation, 1996:Q1–2014:Q4. Dependent variable is two-quarter-ahead
consumption growth. In the first-stage regression, two-year yield is instrumented
by monetary policy shocks. All regressions include a constant, and quarter (sea-
sonal) effects. Clustered standard errors (by households) are reported in parentheses.
***, **, and * indicate statistical significance at the 1, 5, and 10 percent levels,
respectively.

consumption response to monetary policy impulses. We further ask
whether there are non-linearities, and whether the change in the
distribution of household liquidity post-crisis might help explain the
lower monetary policy impact on consumption detected earlier in
this paper.
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We begin by estimating the following equation:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (LIQt−1 · 2yrt) + β3LIQt−1

+ BZi,t + λs(t) + ui,t. (6)

Again, this equation is estimated only for households with mort-
gages. In this specification, a positive value of β2 supports the
hypothesis that households with low liquidity respond more to mon-
etary policy shocks.

Estimates of β2 are however found to be insignificant (Table 9,
columns 1 and 2). To investigate the issue further, we examine
whether the responsiveness of consumption to monetary policy
shocks varies with liquidity levels. For this purpose, we check for
the joint significance of β1 and β2 along the spectrum of liquidity
values (Figure 7.1). The results show that the responsiveness of non-
durable consumption is only significant at relatively low liquidity
values (with liquid-assets-to-monthly-income ratios of up to around
1). As in the case of indebtedness, these results are robust to using
an alternative specification that is quadratic in the liquidity term
(Figure 7.2).

We explore the possibility that only households with liquidity
below a certain threshold respond more to interest rate shocks in a
non-linear setting. Specifically, we consider the following threshold
regressions:

ln
(

Ci,t+1

Ci,t−1

)
= βo + β12yrt + β2 (ILIQ>.25 · 2yrt) + β3ILIQ>.25

+ BZi,t + λs(t) + ui,t, (7)

where ILIQ>.25 is an indicator function that takes a value of 1 when
a household’s ratio of liquid assets to income is greater than the 25th
percentile (which corresponds to a ratio of liquid asset to monthly
income of 0.01) over the sample period 1996:Q1–2014:Q4.

The results indicate that non-durable consumption responds
most strongly when households are liquidity constrained. We find
qualitatively similar, but not statistically significant, results for
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Figure 7.1. Effect of Monetary Policy on Consumption
Growth at Different Liquidity Levels

Note: This graph shows the response of consumption to a 10 basis point increase
in two-year yield at different levels of household liquidity. The x-axis denotes
liquid-assets-to-income ratio and the y-axis is the consumption response, meas-
ured by (β̂1 + β̂2 ∗ LIQ (based on Equation (5)), estimated at different liquidity
levels and corresponding 90 percent confidence intervals.

Figure 7.2. Effect of Monetary Policy on
Consumption Growth at Different Liquidity

Levels Using a Quadratic Specification

Note: This graph shows the response of consumption to a 10 basis point increase
in two-year yield at different levels of household liquidity. The x-axis denotes
liquid-assets-to-income ratio and the y-axis is the consumption response, meas-
ured by (β̂1 + β̂2 ∗ LIQ + β̂3 ∗ LIQ2), estimated at different liquidity levels and
corresponding 90 percent confidence intervals.
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durable consumption (Table 9, columns 4 and 6).16 Table 10 offers
an interpretation of the results, listing the extent of the consumption
response to a 10 basis point surprise hike in the two-year interest
rate. The response of non-durable consumption increases monoto-
nically as liquidity is lowered from the 20th to the 10th and 5th
percentiles. In the first case, consumption of non-durables rises by
2.3 percentage points, while in the last it increases by 2.5 percentage
points—not an innocuous difference. Appendix C shows that these
results hold if we broaden the definition of liquid assets to include
securities such as stocks, mutual funds, private bonds, government
bonds, or Treasury notes.

Overall, our results provide some support for the findings
of Kaplan and Violante (2014) that non-durable consumption of
wealthy hand-to-mouth households (namely those with homeown-
ership but limited liquid assets) responds more strongly to interest
rate changes.

Lastly, we ask whether the change in the distribution of liquidity
from pre- to post-crisis times might help explain the decline in mon-
etary policy effects on consumption. For liquidity to be relevant, the
distribution should have moved rightward, toward a lower share of
liquidity-constrained and highly responsive households.

However, the distribution of liquidity has hardly changed over
time, or, if anything, has shifted to the left (Figure 8). Based on
coefficient estimates from Equation (5), the responsiveness of non-
durable consumption is found to marginally strengthen after the
crisis due to the observed shift in the liquidity distribution (a 10
basis point increase in two-year yields leads to an additional 0.1
basis point decline in non-durable consumption in the post-crisis
period).

The share of households in the lower 25th percentile of liquidity
distribution rose from 24 percent pre-crisis to 28 percent after the
crisis, which according to the estimates from Equation (6) should
also strengthen the responsiveness of non-durable consumption by
0.1 basis point (to a 10 basis point increase in two-year yield).

16As in the case of leverage, we also estimated Equation (6) for durable con-
sumption for the pre-crisis period. Liquidity continues to not matter for trans-
mission of monetary policy to durable consumption even in the pre-crisis period.
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Figure 8. Density of Liquid-Asset-to-Income

Hence, changes in liquidity cannot explain the weakened response
of consumption observed after the crisis either. The widespread con-
cern that a deterioration of household balance sheets after the cri-
sis hampered monetary policy effectiveness thus does not seem to
hold. The explanation for the lower effectiveness of monetary pol-
icy must therefore lie elsewhere, such as in the higher degree of
economic uncertainty brought about by the crisis. Recent studies
(Aastveit, Natvik, and Sola 2017, Castelnuovo and Pellegrino 2018)
find that U.S. monetary policy shocks affect economic activity less
when uncertainty is high, in line with “real-option” effects from
theory (e.g., Bloom 2009). While not reported here, we explored
whether the higher uncertainty in the post-crisis period accounts for
the lower effectiveness of monetary policy, by interacting monetary
policy shocks in our estimation with the index of economic policy
uncertainty developed by Baker, Bloom, and Davis (2016). While
this preliminary investigation provides only suggestive evidence for
such effects, further research on this issue seems worthwhile.

6. Conclusion

We find that the average responsiveness of U.S. household consump-
tion to well-identified monetary policy shocks has declined since the
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global financial crisis. However, this result cannot be explained by
higher indebtedness or lower liquidity levels. Households with higher
debt levels are the most responsive to monetary policy—which con-
trasts with the findings in Beraja et al. (2019)—and the share of
these households in the population grew. We also fail to find convinc-
ing evidence that the reduced interest rate exposure of households
explains the post-crisis weakening of the monetary policy transmis-
sion to consumption. Similarly, while households with lower share
of liquid assets are more responsive to monetary policy—which sup-
ports Kaplan and Violante (2014)’s finding that homeowners with
limited liquid assets respond strongly to interest rate changes—their
share in the population somewhat grew post-crisis. Therefore, the
common notion that a deterioration of household balance sheets
after the crisis hampered monetary policy effectiveness is not val-
idated in the data.

Nevertheless, household balance sheets do matter for the strength
of monetary policy transmission, and our results underscore the
notion that monetary policymakers need to pay close attention to
them. Moreover, given the presence of non-linearities (the respon-
siveness of more indebted households rises non-linearly with indebt-
edness), monitoring the distribution of household balance sheet
characteristics is important.

Appendix A. Data

The Consumer Expenditure Survey (CEX) is a survey conducted by
the Census Bureau and is primarily used by the Bureau of Labor
Statistics to determine the weights assigned to different goods and
services in calculating the consumer price index (CPI). The CEX is
a rotating panel survey, and each household is interviewed once per
every 3 months for, at most, 15 consecutive months. In addition, the
survey sample is designed to be representative of the U.S. civilian
non-institutional population.

A.1 Data Cleanup

We take several steps to clean up the raw CEX data. We drop
observations in which the CEX records negative consumption for
households. We also drop observations for households with more
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than one consumption unit and households with less than four inter-
view observations. This cleanup results in roughly 5,000 quarterly
household observations, of which 74 percent are homeowners and
45 percent are homeowners with outstanding mortgage balance. On
average, households spend $4,320 on non-durable goods and $1,048
on durable goods. Some summary statistics for housing tenure and
consumption for the data are shown in Table A.1.

One peculiar feature of the CEX survey is that the interview
quarter and the consumption quarters may not align perfectly. Each
time a household is interviewed, they are asked about their con-
sumption expenditures over the three months prior to the month of
interview. Since households may be interviewed during any month
within a given quarter, the interview quarter does not necessarily
correspond with the months for which the consumption data are
acquired. We make the appropriate adjustments to the consumption
data so that they align with their respective calendar quarters.

A.2 Definitions of Consumption Variables

Following Aladangady (2014), non-durable consumption consists of
food, alcohol, tobacco, housing operations, utilities, gasoline, pub-
lic transportation, personal care, reading, entertainment, apparel,
healthcare, and education expenses. Durable consumption consists
of expenditure on cars (new and used), furniture, and equipment.
Table A.1 outlines the CEX variables used to construct non-durable
and durable consumption variables.

Details of the CEX variables used in constructing non-durable
and durable consumption variables are mentioned in Table A.2.

A.3 Leverage and Liquidity

Most of the household balance sheet data are only available in the
fifth interview, while mortgage information is asked in every inter-
view. Leverage is proxied by the ratio of mortgage balance to the
reported house value. We aggregate the mortgage balances reported
on all the properties owned by the household. The CEX variables
used for constructing this are QBLNCM1X or QBLNCM2X, which
report the household’s mortgage balance at the beginning of the
month, three months prior to the interview, or two months prior to
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Table A.2. Definitions of Key Consumption Variables

Variables Details CEX Name

C Total Expenditure TOTEXP
Non-durable Expenditure

Food FOOD
Alcohol ALCBEV
Tobacco TOBACC

Housing Operations HOUSOP
Utilities UTIL
Gasoline GASMO

Public Transportation PUBTRA
Personal Care PERSCA

Reading READ
Entertainment ENTERT

Apparel APPAR
Healthcare HEALTH

Educational Expenses EDUCA
Durable Expenditure
Cars and Trucks, New CARTKN
Cars and Trucks, Used CARTKU

Other Vehicles OTHVEH
Furnishing and Equipment HOUSEQ

the interview, respectively. Our choice over which of the two vari-
ables to use depends on which month corresponds to the first month
in the consumption quarter. If a household refinances its mortgage
on a property, we adjust the household’s mortgage balance such that
the mortgage balances before and after refinancing are not double-
counted. For property value we use PROPVALX. We construct a
house price index using this variable and it matches well with the
Case-Shiller Home Price Index, particularly the boom-bust in the
house prices, although it is not shown here.

Liquid assets include the total balance a household has in their
checking and savings accounts. From 2013 onwards, liquid assets
also include money market accounts and certificates of deposits.
The CEX variables used in constructing the liquid assets variable
are LIQUIDX for the period covering 2013–14 and CKBKACTX +
SAVACCTX for 1994–2012. Unlike balance sheet variables, income
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is reported in both the second and the fifth interview. We use the
imputed after-tax income, FINCATXM, from 2004 onwards. For the
prior years, we use the reported after-tax income, FINCATAX, and
replace invalid missing entries with imputed income data. Table A.3
shows the correlation matrix among key variables.

A.4 Cohorts and Control Variables

We construct the synthetic cohorts using housing tenure
(CUTENURE) and the household head’s birth year, which is
determined by the interview date and the household head’s age
(AGE REF) at the time of the interview. The control variables
used in the panel analysis include race (REF RACE), education
(EDUC REF), age (AGE REF), family size (FAM SIZE), and mar-
ital status (MARITAL1).

Appendix B. Synthetic Cohort Panel Data

B.1 Construction of Synthetic Cohort Panel

To measure the responsiveness of households’ consumption to mon-
etary policy over time, we need a panel data, although the CEX is
designed as repeated cross-section data (Appendix A). Therefore, we
construct a synthetic panel, as in Attanasio and Davis (1996), Narita
and Narita (2011), and Cloyne, Ferreira, and Surico (2018). We con-
struct synthetic cohorts based on the arguably time-invariant house-
hold characteristics, which are the birth year and housing tenure of
the household head. That is, we construct a panel data set of each
representative consumer unit (CU) with one of the combination of
these characteristics.

The birth cohorts are defined by a five-year band. The oldest
cohort consists of people who were born between January 1910 and
December 1914. We focus on household heads of age 25 to 75. The
housing status is categorized into three levels: owners without mort-
gage, owners with positive mortgage balance, and renters. This pro-
cedure yields an unbalanced panel of 42 synthetic cohorts with a
minimum of 20 CUs in each of them.

Our choice of a small set of characteristics is driven by the objec-
tives of avoiding having few CUs in some synthetic cohorts, and
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avoiding short time series. The number of CUs in a synthetic cohort
varies across cohorts. This variation in the number of CUs in syn-
thetic cohorts can be problematic. The time-series data of synthetic
cohorts with few CUs tend to be much volatile than that of syn-
thetic cohorts with many CUs, because household-specific changes
in consumption are not averaged out. This leads to high standard
errors for synthetic cohorts with few CUs. Also, if the time-series of
consumption and income are too short, estimation may suffer from
a small-sample bias.

B.2 Estimation of Cohort-Level Variables

Given the definition of synthetic cohorts, we estimate durable and
non-durable consumption paths for each cohort. We consider a
reduced-form relationship between cohort-level consumption and
individual household-level consumption in the cohort as follows:

log (cj,i,t) = log (ci,t) + εj,i,t, εj,i,t ∼ i.i.d.
(
0, σ2

i,t

)
,

where cj,i,t is consumption level of household j in cohort c at time
t, ci,t is cohort-level consumption for cohort i at time t, and εj,i,t is
a household-specific idiosyncratic shock at time t, which has mean
zero and variance σ2

i,t. That is, we model log of individual consump-
tion as a random draw from a distribution with mean log(ci,t) and
variance σ2

i,t.
In this reduced-form model, the simple average of log(cj,i,t) over

households in cohort c at time t is a consistent estimate of log(ci,t)
by the law of large numbers. Since the CEX is a random sample
from U.S. population, we use the CEX sample weights in taking the
average. We interpret the CEX sample weights as the number of
off-sample households who are represented by the consumer unit in
the sample. Namely, we consider that there are ωj,i,t households who
are similar to household i, and hence whose consumptions are equal
to cj,i,t. Therefore, our estimate of cohort-level logged consumption
is the weighted average of logged consumption expenditures over
households in the cohort, using the CEX sample weights. That is,

loĝ(ci,t) :=
1

ωi,t

∑
j∈Ii,t

ωj,i,t log(cj,i,t)

log (ci,t) := 1,
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where Ii,t is the set of households in cohort i at time t, ωj,i,t is the
CEX sample weights, and ωi,t :=

∑
j∈Ii,t

ωj,i,t.

Appendix C. Using Broader Definition of Liquidity

In this section, we expand our definition of liquid assets to include
securities such as stocks, mutual funds, private bonds, government
bonds, or Treasury notes (SECESTX in CEX), in addition to funds
in the checking, savings and money market accounts, and certificates
of deposits (which is the definition of liquid assets used in the main
text). For households who have a missing value for the estimated
value of securities, we assume that they do not possess any securi-
ties. Since only a small fraction of households reports their holding
of securities, this assumption is needed to ensure that the sample
size is the same as the one in Section 5.

The results in Table C.1 show that broadening the definition
of liquid assets to include securities does not significantly alter the
results derived from using the narrower definition of liquidity. Our
results in this exercise suggest that liquidity-constrained households
are more responsive to monetary policy shocks. However, as is the
case with using the narrower definition of liquidity, the distribution
of the broadly defined liquid assets-to-income ratio appears to have
shifted leftwards (Figure C.1) following the crisis. This shift implies
a higher responsiveness of consumption to monetary policy shocks.

Appendix D. Using Alternative Monetary Policy Shocks

This appendix uses policy news shocks constructed by Nakamura
and Steinsson (2018). Results are largely robust to using alternative
monetary policy shock.
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Figure C1. Density of Broader Liquid-Assets-to-Income

Table D.1. Impact of Monetary Policy on Consumption

Non-durables Durables Non-durables Durables
Variables (1) (2) (3) (4)

Two-Year Yield –10.59*** –39.80** –43.89*** –18.80
(3.68) (15.86) (8.89) (11.50)

Family Size –0.15 0.31 –0.14 0.32
(0.10) (0.88) (0.10) (0.87)

College Education 0.90*** 1.16 0.99*** 1.15
(0.26) (2.24) (0.27) (2.24)

White 0.42 2.83 0.36 2.76
(0.32) (3.35) (0.33) (3.35)

Married 0.55** –0.06 0.52* –0.14
(0.27) (2.57) (0.28) (2.57)

Reference Age 0.02*** 0.05 0.03*** 0.05
(0.01) (0.08) (0.01) (0.08)

GFC –17.99*** –1.95
(3.85) (7.33)

GFC*2-yr Yield 9.26*** 12.95
(2.56) (9.96)

Observations 130,396 48,798 130,396 48,798
No. of Households 67,698 33,555 67,698 33,555
Hansen Exactly Identified 0.137 Exactly Identified 0.0812

Note: GMM estimation, 1996:Q1–2014:Q4. Dependent variable is two-quarter-ahead con-
sumption growth. In the first-stage regression, two-year yield is instrumented by monetary
policy shocks. All regressions include a constant, and quarter (seasonal) effects. Clus-
tered standard errors (by households) are reported in parentheses. ***, **, and * indicate
statistical significance at the 1, 5, and 10 percent levels, respectively.
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